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Introduction

Loosely speaking, Tannaka duality concerns the study of the relationship between
a group-like object G (ordinary group, compact topological group, algebraic group,
group scheme, quantum group, etc.) and its category of representations Rep(G).
This category is naturally equipped with additional structures, the most basic being
the forgetful functor which sends a representation of G to its underlying space.
That is, for every group-like object G there is a triple (Rep(G), V, S) where V
denotes the forgetful functor and S stands for unspecified additional structures
(e.g. a monoidal structure). The question arises whether or not it is possible to go
in the other direction: Is there a way to associate a group-like object to a category
equipped with suitable additional structures? In other words, is there a way to
assign a group-like object E(A ,ω,S) to a category A equipped with structures S
and a functor ω from A to the category of spaces:

Group-like objects

Rep(−)

((

E(−)

ff
categories equipped with

suitable structures

If such a construction exists, there are three natural questions one would like to
answer.
(1) The reconstruction problem: If one starts with a group-like object G and

then applies E(−) to the associated category of representations, is the resulting
group-like object isomorphic to G?

(2) The recognition problem: Is it possible to give a characterization of those triples
(A , ω, S) which are equivalent to (Rep(G), V, S) for some group-like object G?

(3) The description problem: Given a category A with structures S, is it possible
to find conditions for the existence a functor ω from A into the category of
spaces such that (A , ω, S) is equivalent to (Rep(G), V, S) for some group-like
object G?

We are interested in the case where the group-like objects are the affine group
schemes over some commutative Ring R. For R a field, the above questions were
discussed by Deligne (see [Del90]), and his approach was generalized by Wedhorn
(see [Wed04]) to the case of Dedekind rings.
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It turns out that, in this context, it is very convenient to use the duality between
spaces and their algebras of functions: the category of affine schemes over R is
equivalent to the opposite of the category of R-algebras. In particular, an affine
group scheme G over R corresponds to a certain R-algebra H. The multiplication
of the group scheme gives a comultiplication on H, the unit turns into a counit, and
the homomorphism of R-algebras which corresponds to the morphism of schemes
which sends an element of G to its inverse is called the antipode. Such an algebra
is called a commutative Hopf algebra. Moreover, an action of G on an R-module
M corresponds to a coaction of H on M ; a module equipped with a coaction will
be called an H-comodule. For R a field, one has the following correspondence
between structures on the vector space H and structures on the category of finite
dimensional comodules, where the structure on the left is required for the existence
of the structure on the right:

comultiplication and counit  necessary for the definition of comodules
multiplication and unit  tensor product of comodules
antipode  duals

This suggests that, in a first step, one should stick to the minimal structure required
for defining comodules, i.e., to coalgebras.

Definition. An R-coalgebra is an R-module C together with a comultiplication
δ : C → C ⊗ C and a counit ε : C → R such that the diagrams

C
δ //

δ

��

C ⊗ C
δ⊗C // (C ⊗ C)⊗ C

a

��
C ⊗ C

C⊗δ
// C ⊗ (C ⊗ C)

and

C
r−1

yytttttttttt

δ

��

l−1

%%JJJJJJJJJJ

C ⊗R C ⊗ C
C⊗ε
oo

ε⊗C
// R⊗ C

are commutative. A (left) comodule of C is an R-module M together with a coaction
ρ : M → C ⊗M , that is, a homomorphism ρ : M → C ⊗M of R-modules such that
the diagrams

M

ρ

��

ρ // C ⊗M

δ⊗M
��

C ⊗M
M⊗ρ

// C ⊗ (C ⊗M)
a−1
// (C ⊗ C)⊗M

and

M

id

��

ρ // C ⊗M

ε⊗M
��

M R⊗M
l

oo

are commutative.

Next we have to decide what our category of representations should be. It turns
out that replacing ‘finite dimensional’ by ‘finitely generated’ does not give the cat-
egory we want, for the following reason. We will eventually be interested in the
reconstruction of Hopf algebras instead of mere coalgebras, and the existence of du-
als in the category of representations is crucial for the reconstruction of the antipode
map of the Hopf algebra (see [Str07], section 16). But for arbitrary commutative
rings, a comodule of a Hopf algebra has a dual if and only if its underlying module
is Cauchy, i.e., finitely generated and projective (see [Str07], proposition 10.6). In
order to apply the reconstruction results for Hopf algebras from [Str07] we should
therefore ask the following question: Is it possible to reconstruct a coalgebra C
from the category of comodules whose underlying module M is Cauchy? Such a
comodule will be called a Cauchy comodule, and the category of Cauchy comodules
of C will be denoted by Comodc(C).
The statements at the beginning of the introduction have precise counterparts in
this context. We denote the category of coalgebras by CoalgR, and we write
catR /ModcR for the category whose objects are the pairs (A , ω) consisting of an
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R-linear category A together with an R-linear functor ω : A →ModcR from A into
the category of Cauchy modules. The morphisms in catR /ModcR between (A , ω)
and (A ′, ω′) are the R-linear functors F : A → A ′ which make the diagram

A

ω ##FFFFFFFFF
F // A ′

ω′{{wwwwwwww

ModcR

commutative. The assignment C 7→ (Comodc(C), V ) which sends a coalgebra
C to the pair consisting of the category Comodc(C) and the forgetful functor
V : Comodc(C)→ModcR naturally extends to a functor

CoalgR → catR /ModcR ,

and it turns out that this functor has a left adjoint E(−):

CoalgR

Comodc(−)

''

E(−)

gg catR /ModcR .

That is, there is a bijection

CoalgR(E(A ,ω), C)→ catR /ModcR
(
(A , ω), (Comodc(C), V )

)
,

natural in C and (A , ω), between the morphisms of coalgebras E(A ,ω) → C
and R-linear functors F : A → Comodc(C) with V F = ω. In particular, the
identity morphism of E(A ,ω) corresponds under the above bijection to a functor
N : A → Comodc(E(A ,ω)) such that V N = ω. This functor is called the unit
of the adjunction. Similarly, the identity functor of Comodc(C) corresponds to
a morphism of coalgebras ε : E(Comodc(C),V ) → C, the counit of the adjunction.
The reconstruction and recognition problems mentioned at the beginning of the
introduction can now be turned into precise mathematical statements:
(1) Reconstruction problem: Under which conditions on the R-coalgebra C is the

counit
ε : E(Comodc(C),V ) → C

an isomorphism?
(2) Recognition problem: For which pairs (A , ω) is the unit

N : A → Comodc(E(A ,ω))

an equivalence of categories?
The goal of this paper is to give answers to the above questions. We succeed in

giving a necessary and sufficient condition for (1), and we can provide a sufficient
condition for (2). It is well-known that for R = k a field, the counit morphism ε
is always an isomorphism ([Str07], proposition 16.3). The proof uses the fact that
any k-coalgebra C, considered as a comodule over itself, is the union of its Cauchy
subcomodules. It is not to be expected that the same result holds over arbitrary
rings. However, a union is a special case of the more general notion of a colimit, and
it turns out that the latter can be used to give a necessary and sufficient condition
for ε to be an isomorphism over arbitrary rings.
Namely, instead of considering a diagram which consists only of inclusions of
Cauchy subcomodules we consider a diagram built from all morphisms of comod-
ules ϕ : M → C whose domain M is a Cauchy comodule. This diagram is called
the diagram of Cauchy comodules over C. Under certain conditions, C (considered
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as a C-comodule) is the colimit of the canonical diagram of Cauchy comodules over
C, for example if C itself is Cauchy. We say that C has enough Cauchy comodules
if for every C-comodule M and every element m ∈M there is a Cauchy comodule
N and a morphism ϕ : N →M such that m lies in the image of ϕ.

Proposition 2.6.4. If C is flat and has enough Cauchy comodules, then C is the
colimit of the canonical diagram of Cauchy comodules over C.

Theorem 2.6.5. The counit ε : E(Comodc(C),V ) → C is an isomorphism if and
only if C, considered as a C-comodule, is the colimit of the canonical diagram of
Cauchy comodules over C.

It follows immediately that the counit ε is an isomorphism if C itself is Cauchy,
or if C is flat and has enough Cauchy comodules.

Open question. Are there any examples of coalgebras for which the counit ε is
not an isomorphism?

Next we turn to our result concerning the recognition problem.

Theorem 3.4.3. Let A be a small additive R-linear category, and let ω : A →
ModcR be an R-linear functor. If

i) ω is flat, and
ii) ω reflects colimits in ModR,

then the unit N : A → Comodc(E(A ,ω)) is fully faithful. If in addition

iii) ω reflects those colimits in ModR which are Cauchy modules,

then N is an equivalence of categories.

The functor ω is called flat if a certain other functor LanY ω associated to ω
(the left Kan extension of ω, see section 1.5) is left exact, just as a module is flat
if the associate functor M ⊗− is flat. This condition is quite strong: it implies for
example that the coalgebra E(A ,ω) is flat.

Proposition 3.4.2. The forgetful functor V : Comodc(C) → ModcR is flat if C
is flat and has enough Cauchy comodules.

Open question. Does flatness of the coalgebra C imply flatness of the forgetful
functor V : Comodc(C)→ModcR?

On the other hand, the properties ii) and iii) hold whenever the unit N is an
equivalence. Explanations of these properties can be found in section 1.2.

In order to prove these two theorems we use various concepts and results from cat-
egory theory. Our main source is Kelly’s book ‘Basic concepts of enriched category
theory’ [Kel82]. In section 1 we introduce those concepts which we will need later.
Since we work with R-linear categories instead of the more general V -categories
from [Kel82] we can give elementary proofs for all the facts we need later. Another
important tool are pasted composites of natural transformations (see section 1.3),
which were introduced in [KS74]. The proof of the recognition theorem uses the
concepts of locally presentable categories and accessible categories. We cite the
necessary results from [AR94] in section 3. The fact that the above functor has
a left adjoint follows from [Str07]; here we give a different construction, which
uses an embedding of the category of R-modules in the category of endofunctors
ModR →ModR.

Acknowledgments. I would like to thank Prof. Pink for our weekly discussions.
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1. Preliminaries

1.1. Overview. This chapter contains the material from category theory which we
need for the proofs of our main results. In section 1.2 we introduce some terminology
for colimits, and we define R-linear categories. The main purpose of this section
is to fix notations. We proceed with introducing the pasted composites and mates
from [KS74] in section 1.3. The former is a notation for handling composites of
natural transformations, and we frequently use this in subsequent sections. The
notion of a mate under adjunction is important for the proof of our reconstruction
result.
In the remainder of this chapter we give definitions of some concepts from [Kel82],
adapted to the special case of R-linear categories. In section 1.4 we introduce
tensor products between modules and objects in an arbitrary objects in an R-linear
category. The key result from this section is corollary 1.4.4. To motivate the
introduction of left Kan extensions and dense functors we mention the following
observation. In section 2.3 we will see that for any coalgebra C the forgetful functor
V : Comod(C)→ModR from the category of all comodules to the category of R-
modules has a left adjoint W : ModR → Comod(C); and that VW is isomorphic
to C ⊗− : ModR →ModR (cf. proposition 2.3.1). In other words, reconstructing
the coalgebra C is equivalent to reconstructing a certain left adjoint R-linear functor
L : C →ModR from a subcategory of C . This problem is analogous to the problem
of reconstructing a group from a set of generators; and for this, the notion of a
free group plays an important role. The goal of the sections 1.5 and 1.6 is the
construction of the counterpart of a free group in the context of R-linear categories
and R-linear functors. More precisely, we will show that the Yoneda embedding
can be interpreted as a ‘free cocompletion’ (see corollary 1.6.5).
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1.2. Colimits, adjoint functors and R-linear categories. First we fix some
notations. We use script letters A , B, C , . . . for categories, capital roman letters
A, A′, . . . for objects of A and lower case letters for morphisms. Functors are
usually denoted by capital letters F , G, H, etc. A category A is called small if the
objects of A form a set.
Given two functors F,G : A → B, a natural transformation α from F to G is a
family (αA)A∈A such that for every morphism f : A→ A′ in A , the diagram

FA

Ff

��

αA // GA

Gf

��
FA′ αB

// GA′

is commutative. We call αA the A-component of the natural transformation α, and
we usually denote natural transformations by double arrows α : F ⇒ G. If A is
small, then the natural transformations from F to G constitute a set, which we
denote by Nat(F,G).
In our constructions we will frequently use colimits, and we introduce some termi-
nology for handling them. A functor D : D → C is called a diagram of shape D in
C . A cocone on D is a pair (A, (κd)d∈D) consisting of an object A of C and a family
of morphisms κd : D(d)→ A, d ∈ D , such that for every morphism f : d→ d′, the
diagram

D(d)

κd
!!CCCCCCCC
D(f) // D(d′)

κd′
||zzzzzzzz

A

is commutative. A cocone (A, (κd)d∈D) on D is called a colimit cocone if for any
other cocone (X, (ξd)d∈D) on D there is a unique morphism ϕ : A → X such that
ξd = ϕκd for all d ∈ D . In this situation we say that A is the colimit 1 of D, and
we call the κd the structure morphisms of the colimit. Since a colimit, if it exists,
is unique up to unique isomorphism, these structure morphisms are sometimes
omitted from the notation, and we write A = colimD D or A = colimd∈D D(d)
to express the fact that there exists a family (κd)d∈D such that (A, (κd)d∈D) is a
colimit cocone. On the other hand, if we want to emphasize the role of the structure
morphisms we say that the morphisms κd : D(d)→ A exhibit A as colimit of D to
express the fact that (A, (κd)d∈D) is a colimit cocone.
A diagram of shape D is called small if the objects of D form a set. A category
C is called cocomplete if for all small diagrams D, the colimit of D exists. A
functor F : A → B is called cocontinuous if F preserves colimits of small diagrams,
meaning that for every small diagramD : D → A , if (A, (κd)d∈D) is a colimit cocone
on D, then (FA, (F (κd))d∈D) is a colimit cocone on FD. The functor F reflects
colimits (of a certain shape D) if, whenever (FA, (F (κd))d∈D) is a colimit cocone
on FD, then the κd exhibit A as colimit of D. We say that F creates colimits if,
whenever the ξd : FD(d) → B exhibit B as colimit of FD, there exists a unique
cocone (A, (κd)d∈D) on D such that FA = B, F (κd) = ξd for every d ∈ D and
(A, (κd)d∈D) is a colimit cocone. The dual notions of colimits, cocompleteness and
cocontinuity are limits2 completeness and continuity. They are less important for
what we will do, hence we do not spell out the definitions explicitly.
A functor F : A → B is called left adjoint to a functor G : B → A if for every

1Colimits are sometimes called inductive limits or direct limits in the literature.
2Limits are also called projective limits or inverse limits.
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A ∈ A and every B ∈ B there are bijections

ϕA,B : B(FA,B) −→ A (A,GB)

which are natural in A and B. We say that F and G form an adjoint pair, and
we denote this by F a G : A → B. If we let ηA := ϕA,FA(idFA) and εB :=
ϕ−1
GB,B(idGB) we get natural transformations η : id⇒ GF and ε : FG⇒ id, called

the unit and counit of the adjunction F a G. These natural transformations satisfy
the equations

εFA ◦ F (ηA) = idFA and G(εB) ◦ ηGB = idGB

for every A ∈ A , B ∈ B. These are called the triangular identities, and giving the
natural isomorphism ϕ is equivalent to giving two natural transformations η and ε
satisfying these identities. A full subcategory C of a category A is called a reflective
subcategory if the inclusion functor i : C → A has a left adjoint r : A → B.
From now on we fix a commutative, associative ring R with unit 1. We denote
the category of R-modules by ModR, and we write [−,−] for the internal hom of
ModR (i.e., [M,N ] is the R-module of homomorphisms M → N). A category A
is called R-linear if the hom-sets A (A,B) are endowed with the structure of an
R-module in such a way that the composition maps

◦A,B,C : A (B,C)×A (A,B)→ A (A,C)

are R-bilinear. Note that with our definition biproducts need not exist in an R-
linear category A ; we say that A is additive if it does have biproducts. An R-linear
functor T : A → B between R-linear categories A ,B is a functor T : A → B
such that the maps

TA,A′ : A (A,A′)→ B(TA, TA′)

given by f 7→ T (f) are homomorphisms of R-modules. An R-linear category A
is called small if the objects of A form a set. We denote the category of small
R-linear categories and R-linear functors between them by catR.

Definition 1.2.1. An R-module M is called a Cauchy module if it is finitely
generated and projective. We let ModcR be the full subcategory of ModR generated
by those submodules Rk, k ∈ N, which are Cauchy modules. We let

catR /ModcR

be the category with objects the pairs (A , ω) of small R-linear categories A to-
gether with an R-linear functor ω : A →ModcR, and morphisms (A , ω)→ (A ′, ω′)
given by those R-linear functors F : A → A ′ which make the diagram

A

ω ##FFFFFFFFF
F // A ′

ω′{{wwwwwwww

ModcR

commutative.

Remark 1.2.1. Note that with the above definition, the objects of ModcR form a
set, i.e., ModcR is a small category. On the other hand, the full subcategory of
ModR consisting of all Cauchy comodules is not small: there is already a proper
class of modules which are isomorphic to the zero module. The two categories are
of course equivalent.

Given two R-linear categories A and B, we can construct a new R-linear cate-
gory A ⊗B, the tensor product of A and B. The objects of A ⊗B are the pairs
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(A,B) of an object A of A and an object B of B, and the R-module of morphisms
(A,B)→ (A′, B′) is given by

(A ⊗B)
(
(A,B), (A′, B′)

)
:= A (A,A′)⊗B(B,B′).

The composition is given by (f⊗g, f ′⊗g′) 7→ ff ′⊗gg′. Giving an R-linear functor

F : A ⊗B → C

is equivalent to giving an ordinary bifunctor F0 : A ×B → C which is R-bilinear,
meaning that for every f : A→ A′ and every g : B → B′, the induced functions

F0(f,−) : B(B,B′)→ C
(
T (A,B), T (A′, B′)

)
and

F0(−, g) : A (A,A′)→ C
(
T (A,B), T (A′, B′)

)
are R-linear.
Let A be a small R-linear category, let B be an arbitrary R-linear category and let
F,G : A → B be two R-linear functors. The set Nat(F,G) is naturally endowed
with the structure of an R-module: given two natural transformations α : F ⇒ G,
β : F ⇒ G and an element r ∈ R, we let (α+β)A := αA+βA and (r ·α)A := r ·αA.
The fact that the composition in C is R-linear immediately implies that α+ β and
r · α are natural transformations, and it is clear that this gives the structure of an
R-module on Nat(F,G). We denote this module by

[A ,B](F,G)

to distinguish it from its underlying set Nat(F,G). If H : A → B is another
R-linear functor, the usual composition of natural transformations

◦ : [A ,B](G,H)× [A ,B](F,G) −→ [A ,B](F,H)

given by (α, β) 7→ (α ◦β)A := (αA ◦βA) is clearly R-bilinear. We conclude that the
category of R-linear functors A → B and natural transformations between them
is again R-linear. We denote this category by [A ,B].
Recall that the Yoneda lemma says that for any functor F : A op → Set, the map

Nat(A (−, A), F ) −→ FA

which sends α to αA(idA) is a natural bijection. Given an element a ∈ FA, we
denote the unique natural transformation α : A (−, A) ⇒ F with αA(idA) = a
by a := α. It is not difficult to see that if A is a small R-linear category and
F : A → ModR is an R-linear functor, the assignment α 7→ αA(idA) gives an
isomorphism of R-modules

[A ,ModR](A (−, A), F )
∼= // FA.

It follows in particular that the Yoneda embedding gives a fully faithful R-linear
functor Y : A → [A op,ModR], where Y (A) = A (−, A).

1.3. Pasted composites and mates under adjunction. In category theory it is
common to summarize the situation ‘f is a morphism with domain A and codomain
B’ by the picture

A
f // B

and to denote the composite of a collection of morphisms fi with domain Ai−1 and
codomain Ai, i = 1, . . . , n, by the chain

A0
f1 // A1

f2 // A2
// · · · // An−1

fn // An.
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In the special case of a category of functors and natural transformations between
them, there is another useful notation. A natural transformation η with domain F
and codomain G is an ‘arrow between arrows’. The picture

F
α // G

does not fully capture the situation, for F and G have domains and codomains,
too. Therefore we use the notation

A

F
&&

G

88
�� ��
�� α B

to say that α is a natural transformation from the functor F : A → B to the
functor G : A → B. At first this might seem rather clumsy; it is for example
difficult to arrange such expressions in a commutative diagram. The strength of
the notation only becomes apparent once we introduce the basic pasting operations.

Definition 1.3.1. Given functors and a natural transformation as in the diagram

A
F // B

G
&&

H

88
�� ��
�� α C

K // D ,

we denote the natural transformation from KGF to KHF with A-component given
by KαFA by

A

KGF
))

KHF

55
�� ��
�� KαF D .

We say that KαF is obtained by whiskering η by K and F .
If we have functors and natural transformations as in the diagram

A

F

��
�� ��
�� αG //
DD

H

�� ��
�� β

B,

we call the natural transformation from F to H with A-component given by by the

composite FA
αA //GA

βA //HA the vertical composite of α and β, and we denote
it by

A

F
))

H

55
�� ��
�� β◦α B.

Whiskering and vertical composition are the two basic pasting operations.

Now, given a diagram of functors and natural transformations such as
//

**UUUUUUUUUU

##GGGGGGGGGGGG

A

99sssssssssss

))RRRRRRRRRR

&& &&
��

<<<<<<<<<<<<

��
ZZZZZZZZZZZZZ
--

������

55kkkkkkkkkk

!!CCCCCC
.. ..
��66mmmmmmmmmmm

$$IIIIIIIIIIII (( ((
��

// BCC��������

99)) ))
��
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we can use the basic pasting operations to get a natural transformation going from
the composite of the functors on the top of the diagram to the composite of those on
the bottom as follows: First, we choose any natural transformation whose domain
is contained in the top chain of the diagram. Then we ‘split’ the diagram along the
codomain of this natural transformation:

//

**UUUUUUUUUU

&&MMMMMMMMMMMM

A

88qqqqqqqqqqqq

++VVVVVVVVVV

%% %%
��

44iiiiiiiiii

&&MMMMMMMMMMMM

A

++VVVVVVVVVV

@@@@@@@@@@@@

�� ]]]]]]]]]]]]] ..

������

44iiiiiiiiii

44iiiiiiiiii

%%KKKKK ,, ,,
��

B44iiiiiiiiii

%%KKKKKKKKKKK && &&
��

// B.BB�������

88(( ((
��

We proceed by whiskering the diagram on the top to obtain a natural transforma-
tion between functors with domain A and codomain B, and then iterate this whole
process with the rest of the diagram. The pasted composite of the diagram is the ver-
tical composite of the resulting collection of natural transformations. Usually this
process involves choices, namely whenever there are several natural transformations
whose domains are contained in the top chain of the diagram. It is a consequence
of the following proposition that the resulting composite is independent of these
choices.

Proposition 1.3.1. Given functors and natural transformations as in the diagram

A

F
&&

G

88
�� ��
�� η B

H
&&

K

88
�� ��
�� µ C ,

the vertical composites

A

HF

""
�� ��
�� µFKF //

<<

KG

�� ��
�� Kη

C =

A
F // B

◦

H
&&

K

88
�� ��
�� µ C

A

F
&&

G

88
�� ��
�� η B

K // C

and

A

HF

""
�� ��
�� HηHG //

<<

KG

�� ��
�� µG

C =

A

F
&&

G

88
�� ��
�� η B

◦

H // C

A
G // B

H
&&

K

88
�� ��
�� µ C

are equal. In other words, the pasted composite of the diagram

A

F
&&

G

88
�� ��
�� η B

H
&&

K

88
�� ��
�� µ C

is well-defined. We call this the horizontal composite of η and µ, and denote it by
µ ∗ η.
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Proof. We have to check that for every object A of A , the A-components of the two
natural transformations are equal. By definition 1.3.1 these are given by K(ηA) ◦
µFA and µGA ◦H(ηA) respectively. But the diagram

H(FA)

µFA

��

H(ηA) // H(GA)

µGA

��
K(FA)

K(ηA)
// K(GA)

is commutative by naturality of µ, which shows that the A-components are indeed
equal. �

With this proposition one could prove by induction that for any diagram to which
the pasting operation described above can be applied, the resulting composite does
not depend on any choices. However, in order to do this we would first have to give
a formal definition of such ‘admissible’ diagrams, which would complicate matters
needlessly. In all the examples we will consider it will be evident that the general
pasting operation can be applied, and using proposition 1.3.1 it will be easy to see
that the pasting composite is well-defined.
We now introduce a useful convention from [KS74]: Demanding that a diagram of
functors

· F //

H

��

·

G

��
·

K
// ·

be commutative is equivalent to demanding that one can place the identity natural
transformation in the diagram:

·

~~~~{� 1GF

F //

H

��

·

G

��
·

K
// ·.

Therefore we introduce the following convention: when we compute the pasted
composite of a diagram of categories, functors and natural transformations between
them, if the diagram has parts containing no natural transformation, these parts
will be commutative. Moreover, these parts are treated as if the identity natural
transformation would stand there.
Now we are ready to give some applications of the pasting operation. Given an
adjoint pair of functors F a G : A → B with unit η : id⇒ GF and counit ε : FG⇒
id, the triangular identities are equivalent to the two equations

A

id
))�� ��

�� η

F !!BBBBB A
F

!!BBBBB

B
G

>>|||||
55

id

�� ��
�� ε B

=

A
id //

F

��

A

F

��
B

id
// B
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and

A
F

!!BBBBB

id
))�� ��

�� η
A

B

G
>>|||||

55
id

�� ��
�� ε B

G

>>||||| =

B
id //

G

��

B

G

��
A

id
// A .

between pasted composites.

Proposition 1.3.2. Given adjunctions F a G : A → B, F ′ a G′ : A → B, the
assignments

A

F
&&

F ′
88

�� ��
�� σ B 7→ B

G′ ''

G

77
�� ��
�� σ A :=

A
F

��F ′ **

����|� σ

id
**�� ��

�� η
A

B

G′
77

44
id

�� ��
��ε′

B
G

GG

and

B

G′ ''

G

77
�� ��
�� τ A 7→ A

F
&&

F ′
88

�� ��
�� τ B :=

A

id
**�� ��

��η′

F ′ ''

A
F

��
B

G′
44

G

II
==== �"
τ

44
id

�� ��
�� ε B

are mutually inverse, that is, they give a bijection between the set of natural trans-
formations F ⇒ F ′ and the set of natural transformations G′ ⇒ G. The natural
transformation σ is called the mate of σ, and τ is called the mate of τ .

Proof. The triangular identities imply that the equalities

A

F ′ ''

id
**�� ��

�� η
′ A

F

��F ′ ))

~~~~{� σ

id
**�� ��

�� η
A

F

��
B

G′
??�������

44
id

�� ��
��ε′

B

G

??�������
44

id

�� ��
�� ε B

=

A

F ′ ((

id ))
A

F

��F ′ **

����}� σ

id ))
A

F

��
B

id

55 B
id

55 B

and

A

id
**�� ��

��η′

F ′ ��>>>>>>> A
F

��>>>>>>>

id
**�� ��

�� η
A

B

G′
88

44
id

�� ��
�� ε′ B

G′
55

G

JJ
@@@@ �$
τ

44
id

�� ��
�� ε B

G

HH

=

A
id ))

A
id ))

A

B

G′
77

id

55 B

G′
44

G

II
<<<< �"
τ

id

55 B
G

FF

hold, which shows that the given maps are indeed mutually inverse. �

Proposition 1.3.3. Let F a G : A � B and F ′ a G′ : A � B be adjoint pairs,
and let σ : F ⇒ F ′ and τ : G′ ⇒ G be mates under adjunction (i.e. τ = σ and
σ = τ). Then the equations

τF ′ ◦ η′ = Gσ ◦ η and ε ◦ Fτ = ε′ ◦ σG
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hold, and for every A ∈ A , B ∈ B the diagram

B(F ′A,B)

B(σA,B)

��

ϕ′ // A (A,G′B)

A (A,τB)

��
B(FA,B)

ϕ
// A (A,GB)

is commutative, where ϕ and ϕ are the natural isomorphisms induced by the given
units and counits. Moreover, if F ′′ a G′′ : A � B is another adjoint pair and if
ρ : F ′ ⇒ F ′′ is a further natural transformation, then

ρ ◦ σ = σ ◦ ρ.

If all the above categories and functors are R linear, then the formation of mates
is R-linear, i.e.,

x · σ0 + y · σ1 = x · σ0 + y · σ1

for all natural transformations σi : F ⇒ F ′ and all elements x, y ∈ R.

Proof. The equality τ = σ means that τ is the pasted composite of the diagram

A
F

��F ′ **

����|� σ

id
**�� ��

�� η
A

B

G′
77

44
id

�� ��
��ε′

B
G

GG

and it follows by a triangular identity that

A

id
**�� ��

��η′

F ′ ''

A

B

G′
55

G

JJ
@@@@ �$
τ =

A

id
**�� ��

��η′

F ′ ''

A
F

��F ′ ))

~~~~{� σ

id
**�� ��

�� η
A

B

G′
??�������

44
id

�� ��
��ε′

B
G

HH

=

A
F

��F ′ ))

~~~~{� σ

id
**�� ��

�� η
A

B
G

HH

holds. Spelling out the pasted composites of the diagram on the left and on the
right of this equation yields

τF ′ ◦ η′ = Gσ ◦ η,

and the equation involving the counit can be derived in a similar fashion. Next we
will prove that the diagram

B(F ′A,B)

B(σA,B)

��

ϕ′ // A (A,G′B)

A (A,τB)

��
B(FA,B)

ϕ
// A (A,GB)

is indeed commutative. Recall that the natural transformations ϕ and ϕ′ send
morphisms f : FA→ B and f ′ : F ′A→ B to ϕA,B(f) = Gf ◦ ηA and ϕ′A,B(f ′) =
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G′f ′ ◦ η′A respectively. It follows that for any object A of A we have

A (A, τF ′A) ◦ ϕ′A,F ′A(idFA) = τF ′A ◦ η′A
= (τF ′ ◦ η′)A
= (Gσ ◦ η)A
= G(σA) ◦ ηA
= ϕA,FA(σA)

= ϕA,FA ◦B(σA, FA)(idFA),

and by Yoneda it follows that for every B ∈ B

A (A, τB) ◦ ϕ′A,B = ϕA,B ◦B(σA, B),

as claimed. To see that forming mates is compatible with vertical composition we
consider the composite σ ◦ ρ. This composite is given by the pasted composite of
the diagram

A
F ′

��F ′′ **

����|� ρ

id
**�� ��

�� η
′ A

F

��F ′ **

����|� σ

id
**�� ��

�� η
A

B

G′′
77

44
id

�� ��
��ε′′

B

G′

>>}}}}}}}}
44

id

�� ��
��ε′

B
G

GG

and the triangular identities for F ′ and G′ imply that this is equal to the pasted
composite of

A
F ′

��F ′′ **

����|� ρ

id
**
A

F

��F ′ **

����|� σ

id
**�� ��

�� η
A

B

G′′
77

44
id

�� ��
��ε′′

B 44
id

B
G

GG

.

On the other hand, the pasted composite of the latter diagram is clearly equal to
ρ ◦ σ, which gives the desired equality

ρ ◦ σ = σ ◦ ρ.

It remains to show that if all the involved categories and functors are R-linear, then
forming mates is R-linear, too. But the mate of σ is given by

σ = Gε ◦GσG′ ◦ ηG′,

and vertically composing with a fixed natural transformation is clearly R-linear.
Thus it suffices to show that the the whiskering operation is also R-linear, i.e., that

G(x · σ0 + y · σ1)G′ = x ·Gσ0G
′ + y ·Gσ1G

′

for all x, y ∈ R and all σi : F ⇒ F ′. Since addition and scalar multiplication
of natural transformations are defined component wise, this follows directly from
definition 1.3.1. �

1.4. Tensor products. Given an object A in an R-linear category C , the R-linear
functor C (A,−) : C → ModR preserves all limits which exist in C . This is a
necessary condition for a functor to have a left adjoint, and in a sufficiently nice
setting the fact that a functor preserves all limits is equivalent to the existence of
a left adjoint. This motivates part of the following definition.
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Definition 1.4.1. i) For any object A in an R-linear category C and any R-
module M we say that the tensor product of M and A exists if the functor
[M,C (A,−)] : C →ModR is representable, i.e., if there is an object M ⊗A in
C together with isomorphisms

C (M ⊗A,C) ∼= [M,C (A,C)]

which are natural in C.
ii) An R-linear category is said to have tensor products if for all objects A of C

and all R-modules M , the tensor product M ⊗A exists. This implies that all
representable functors have left adjoints, and we assume that for each A ∈ C ,
a fixed left adjoint − ⊗ A : ModR → C to C (A,−) : C → ModR has been
chosen. We denote the unit and counit of this adjunction −⊗ a C (A,−) by
ηA and εA respectively.

The notation is motivated by taking C = ModR. Then any representable func-
tor [A,−] is right adjoint to − ⊗R A : ModR → ModR. So ModR has tensor
products, and they are given by the usual tensor product of R-modules.
Let C be an R-linear category with tensor products. Any morphism f : A → A′

gives a natural transformation A (f,−) : A (A′,−) ⇒ A (A,−), whose mate (see
proposition 1.3.2) we denote by − ⊗ f : − ⊗A ⇒ −⊗ A′. Thus − ⊗ f is given by
the pasted composite of the diagram

ModR
−⊗A //

;;

id

�� ��
�� ε

A

id

##

�� ��
�� η
′

A (A′,−)
**

A (A,−)

44
�� ��
�� A (f,−) ModR −⊗A′

// A .

Proposition 1.3.3 implies that for f ′ : A′ → A′′, we have − ⊗ f ′ ◦ − ⊗ f = − ⊗
(f ′ ◦ f), and the triangular identities imply that − ⊗ idA is the identity natural
transformation. Naturality of −⊗ f implies that for any homomorphism ϕ : M →
M ′ of R-modules, the diagram

M ⊗A
M⊗f //

ϕ⊗M
��

M ⊗A′

ϕ⊗A′

��
M ′ ⊗A

M ′⊗f
// M ′ ⊗A′

is commutative. This shows that, whenever C has tensor products, we get an
R-bifunctor − ⊗ − : ModR⊗C → C (R-bilinearity of − ⊗ − follows by proposi-
tion 1.3.3).
We will later see that cocompleteness of A is sufficient for the existence of tensor
products. For this we need the following results and constructions. Let F be the full
subcategory of ModR generated by the modules Rn, n ∈ N. For any module M we
write (F ↓M) for the category with objects the homomorphisms σ : Rn →M , and
morphisms from σ : Rn → M to σ′ : Rm → M the homomorphisms τ : Rn → Rm
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which make the diagram

Rn

σ
!!CCCCCCCC
τ // Rm

σ′}}zzzzzzzz

M

commutative. We let DM be the ‘domain functor’ (F ↓M)→ModR, which sends
an object σ : Rn →M to Rn and a morphism τ : σ → σ′ to itself.

Lemma 1.4.1. The morphisms σ : DM (σ) → M exhibit M as the colimit of the
diagram DM .

Proof. Given a cocone ησ : DM (σ) → N , we have to construct a homomorphism
ϕ : M → N with ϕ◦σ = ησ for every object σ : Rn →M of (F ↓M). For m ∈M ,
we choose σ : Rn →M such that m lies in the image of σ. The we let ϕ(m) be the
element ησ(x), where x is any element of Rn with σ(x) = m. We first have to check
that ϕ is well-defined. If σ′ : Rm →M is another homomorphism and if σ′(x′) = m,
then the pair (x, x′) is in the pullback E = {(a, b) ∈ Rn × Rm;σ(a) = σ′(b)}. Let
α : R → E denote the morphism which sends 1 to (x, x′). With the notation
τ = pr1 ◦α, τ ′ = pr2 ◦α and σ′′ = σ ◦ τ = σ′ ◦ τ ′, we get the commutative diagram

Rn

σ

!!DDDDDDDD

R

τ

>>|||||||| σ′′ //

τ ′   BBBBBBBB M,

Rm
σ′

==zzzzzzzz

and therefore ησ(x) = ησ(τ(1)) = ησ′′(1) = ησ′(τ ′(1)) = ησ′(x′). This means that ϕ
is a well-defined map, and R-linearity of ϕ immediately follows from this fact. �

We are now ready to prove that the existence of all colimits in C is sufficient for
the existence of tensor products in C .

Proposition 1.4.2. Let C be a cocomplete R-linear category. Then C has tensor
products.

Proof. We fix an object A ∈ C . It suffices to show that for each module M there
is an object C ∈ C together with a morphism η : M → C (A,C) such that for any
β : M → C (A,C ′) there is a unique morphism β̃ : C → C ′ making the diagram

M
η //

β ##HHHHHHHHH C (A,C)

C (A,β̃)

��
C (A,C ′)

commutative.
We first consider the special case M = Rn for some n ∈ N. Let ηn : Rn → C (A,An)
be the unique morphism with ηn(ei) = ini for i = 1, . . . , n. The pair (An, ηn) has
the desired universal property; for if C ∈ C is any object with a homomorphism
β : Rn → C (A,C), the unique morphism β̃ : An → C with β̃ ◦ ini = β(ei) makes
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the diagram

Rn
αn //

β $$IIIIIIIII C (A,An)

C (A,β̃)

��
C (A,C)

commutative, and it is clearly unique with this property. The assignment Rn 7→ An

has a unique extension to a functor F : F → C if we demand that the diagram

Rn
ηn //

τ

��

C (A,FRn)

C (A,Fτ)

��
Rm

ηm // C (A,FRm)

be commutative for every homomorphism τ : Rn → Rm. In fact it is quite simple
to give an explicit description of Fτ . There are elements aij ∈ R such that τ(ei) =∑m
j=0 aijej , and Fτ is the unique morphism An → Am with prj ◦Fτ ◦ ini = aij · idA.

This shows in particular that F : F → C is R-linear.
Using lemma 1.4.1 it is now possible to construct an object C with the above
mentioned universal property for an arbitrary module M . Namely, we let C be
the colimit of the functor FDM : (F ↓ M) → C , and we denote the structural
morphisms by ϕσ : FDM (σ) → C. We let αM : M → C (A,C) be the unique
morphism which makes the diagrams

Rn

σ

��

ηn // C (A,An)

C (FR,ϕσ)

��
M

ηM // C (A,C)

commutative for all σ : Rn → M . To see that this map has the desired uni-
versal property we let C ′ ∈ C be any object with a homomorphism β : M →
C (A,C ′). Since the universal property is already established for the maps ηn :
Rn → C (A,An), we can conclude that for every σ : Rn → M there is a unique
morphism ξσ : An → C ′ such that C (A, ξσ)◦ηn = β ◦σ. If σ′ : Rm →M is another
homomorphism, and if τ : Rn → Rm makes the diagram

Rn

σ
!!CCCCCCCC
τ // Rm

σ′}}zzzzzzzz

M

commutative, we have ξσ′ ◦F (τ) = ξσ. Indeed, all the quadrilaterals in the diagram

Rn

τ

zzuuuuuuuuuu
σ

��

ηn // C (A,An)

C (A,Fτ)xxqqqqqqqqqq

C (A,ξσ)

��

Rm

σ′
$$IIIIIIIIIII

ηm // C (A,Am)
C (A,ξσ′ )

&&MMMMMMMMMM

M
β // C (A,C ′)

are commutative by definition of Fτ and ξσ, ξσ′ . The uniqueness part of the
universal property of ηn : Rn → C (A,An) now gives the desired equality ξσ′ ◦
F (τ) = ξσ. This shows that the ξσ constitute a cocone on the diagram FDM :
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(F ↓ M) → C , so there is a unique morphism β̃ : C → C ′ with β̃ ◦ ϕσ = ξσ. For
any σ : Rn →M , the equalities

C (A, β̃) ◦ ηM ◦ σ = C (A, β̃) ◦ C (A,ϕσ) ◦ ηn
= C (A, ξσ) ◦ ηn
= β ◦ σ

hold by definition of β̃ and ξσ respectively. Since the σ : Rn → M are collectively
epimorphic, we find that β̃ : C → C ′ is indeed the desired morphism. Uniqueness
of β̃ is immediate: if β is another morphism with C (A, β) ◦ ηM = β, the diagram

Rn

σ

��

ηn // C (A,An)

C (A,ϕσ)

��
M

ηM //

β $$IIIIIIIIII C (A,C)

C (A,β)

��
C (A,C ′)

is commutative for all σ : Rn →M , and it follows that β ◦ ϕσ = ξσ; and thus that
β = β̃ because the morphism with this property is unique. �

Proposition 1.4.3. If C is any R-linear category and if F : ModR → C is
an R-linear functor which preserves colimits, then F is left adjoint to the functor
C (FR,−) : C → ModR, with unit ηF : id ⇒ C (FR,F−) such that ηFRn : Rn →
C (FR,FRn) sends ei to F (ini) for i = 1, . . . , n.

Proof. We need to construct a natural transformation η : id ⇒ C (FR,F−) such
that each component satisfies the usual universal property (for the sake of brevity
we write η for ηF in this proof). First, we let αn : Rn → C (FR,FRn) be the unique
homomorphism which sends ei to F (ini) for i = 1, . . . , n. Given any module M , we
let ηM : M → C (FR,FM) be the unique morphism which makes the diagrams

Rn

σ

��

αn // C (FR,FRn)

C (FR,Fσ)

��
M

ηM // C (FR,FM)

commutative for all σ : Rn →M . Such a morphism exists by lemma 1.4.1. Choos-
ing M = Rn and σ = id : Rn → Rn we immediately find that ηRn = αn. To see
that the ηM constitute a natural transformation, we let ϕ : M → N be an arbitrary
homomorphism of modules. Then the upper square and the outer rectangle of the
diagram

Rn

σ

��

αn // C (FR,FRn)

C (FR,Fσ)

��
M

ηM //

ϕ

��

C (FR,FM)

C (FR,Fϕ)

��
N

ηN // C (FR,FN)
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are commutative for every σ : Rn → M , by definition of ηM and ηN respectively.
It follows that the equalities

ηN ◦ ϕ ◦ σ = C (FR,Fϕ) ◦ C (FR,Fσ) ◦ αn
= C (FR,Fϕ) ◦ ηM ◦ σ

hold, and thus that ηN ◦ϕ = C (FR,Fϕ)◦ηM since the σ : Rn →M are collectively
epimorphic. It remains to show that for any object C ∈ C with a homomorphism
β : M → C (FR,C) there is a unique morphism β̃ : FM → C such that the diagram

M
ηM //

β %%KKKKKKKKKK C (FR,FM)

C (FR,β̃)

��
C (FR,C)

is commutative. For any σ : Rn →M , we let ξσ be the unique morphism FRn → C
with ξσ ◦ F (ini) = β ◦ σ(ei) for i = 1, . . . , n. We claim that the ξσ constitute a
cocone on the diagram FDM : (F ↓ M) → C . To see this we have to show that
for any commutative diagram

Rn

σ
!!CCCCCCCC
τ // Rm

σ′}}zzzzzzzz

M

we have ξσ′ ◦ F (τ) = ξσ. It suffices to check that the equalities

ξσ′ ◦ F (τ) ◦ F (ini) = ξσ ◦ F (ini)

hold for every i = 1, . . . , n. But the right hand side of the above equation is
by definition equal to β ◦ σ(ei) = β ◦ σ′(τ(ei)). There are aij ∈ R such that
τ(ei) =

∑m
j=1 aijej . This means that τ ◦ ini =

∑m
j=1 aij · inj and therefore that

F (τ ◦ ini) =
m∑
j=1

aij · F (inj).

By R-linearity of C it follows that

ξσ′ ◦ F (τ) ◦ F (ini) = ξσ′ ◦

(
m∑
j=1

aij · F (inj)

)

=
m∑
j=1

aij · ξσ′ ◦ F (inj)

=
m∑
j=1

aij · β ◦ σ′(ej)

= β ◦ σ′
(

m∑
j=1

aij · ej

)
= β ◦ σ′

(
τ(ei)

)
,

so the ξσ do indeed form a cocone on FDM . Since F preserves colimits there is a
unique morphism β̃ : FM → C such that β̃ ◦ F (σ) = ξσ for every σ : Rn → M .
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From this we conclude that

C (FR, β̃) ◦ ηM ◦ σ(ei) = C (FR, β̃) ◦ C (FR,Fσ) ◦ αn(ei)

= C (FR, β̃) ◦ C (FR,Fσ)(F (ini))

= β̃ ◦ F (σ) ◦ F (ini)

= ξσ ◦ F (ini)

= β ◦ σ(ei)

for i = 1, . . . , n. This implies that C (FR, β̃) ◦ ηM = β, and the result follows since
β̃ is clearly unique with this property. �

Corollary 1.4.4. The functor evR : Cocts[ModR,C ] → C which sends a cocon-
tinuous R-linear functor F to FR and a natural transformation α : F ⇒ F ′ to
αR : FR → F ′R is fully faithful. In particular, if C is cocomplete, this gives an
equivalence of categories Cocts[ModR,C ] ' C .

Proof. The mate of α is a natural transformation α : C (F ′R,−)⇒ C (FR,−). By
Yoneda it must be of the form C (ϕ,−) for a unique morphism ϕ : FR → F ′R.
Since the diagram

R

ηFR
��

ηF
′

R // C (F ′R,F ′R)

αF ′R=C (ϕ,F ′R)

��
C (FR,FR)

C (FR,αR) // C (FR,F ′R)

is commutative (see proposition 1.3.3) it follows that ϕ = αR. This shows that
evR is faithful. If ϕ : FR → F ′R is any morphism, the natural transformation
C (ϕ,−) : C (F ′R,−) ⇒ C (FR,−) has a mate β : F → F ′, and the mate β of β
is equal to C (βR,−) by the above considerations. But the mate of a mate is the
natural transformation itself (see proposition 1.3.2), so C (βR,−) = C (ϕ,−) and
by Yoneda it follows that βR = ϕ; in other words, that evR is full. �

Proposition 1.4.5. Let C be an R-linear category, and let A be an object of C
such that the tensor product − ⊗ A exists, with unit η : id ⇒ C (A,− ⊗ A). Then
ηR : R → C (A,R ⊗ A) sends 1 ∈ R to an isomorphism A → R ⊗ A. We call this
the canonical isomorphism ϕA : A→ R⊗A.

Proof. This follows immediately from the fact that the homomorphism α : R →
C (A,A) which sends 1 to idR has the same universal property as ηR : R→ C (A,R⊗
A); for this implies that there is a unique isomorphism ϕ : A → R ⊗ A such that
the diagram

R
α //

ηR %%JJJJJJJJJJJ C (A,A)

C (A,ϕ)

��
C (A,R⊗A)

is commutative, and thus that ηR(1) = ϕ ◦ α(1) = ϕ is an isomorphism. �

Corollary 1.4.6. Let C and B be R-linear categories with tensor products. If an
R-linear functor F : C → B preserves colimits, then it preserves tensor products.
More precisely, whenever η : id⇒ C (A,−⊗A) is a unit, the composites

M
ηM // C (A,M ⊗A) F // B(FA,F (M ⊗A))

exhibit F (−⊗A) as left adjoint of B(FA,−).
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Proof. For every object A of A , the composite F ◦−⊗A is an R-linear functor which
preserves colimits, so it is left adjoint to C (F (R⊗A),−). We write ϕ : A→ R⊗A
for the canonical isomorphism. Let η′M be the composite

M
η
F (−⊗A)
M // B(F (R⊗A), F (M ⊗A))

B(Fϕ,F (M⊗A))// B(FA,F (M ⊗A)).

The η′M obviously constitute a natural transformation η′ : id⇒ B(FA,F (−⊗A)).
This exhibits F (−⊗ A) as left adjoint of B(FA,−) because ϕ is an isomorphism.
It follows that for every module M there is a unique morphism ξM : F (M ⊗A)→
F (M ⊗A) such that the diagram

M
η′M //

ηM

��

B(FA,F (M ⊗A))

B(FA,ξM )

��
C (A,M ⊗A) F // B(FA,F (M ⊗A))

is commutative. Since the ξM are defined by the universal property of an adjunction
it follows easily that they constitute a natural transformation F (−⊗A)⇒ F (−⊗
A). By Corollary 1.4.4 this natural transformation is entirely determined by the
component ξR. For M = R the above diagram reduces to ξRη′R(1) = F (ηR(1)) =
F (ϕ). But η′(1) = id ◦F (ϕ), so ξR = id and consequently ξM = id for every module
M . The above diagram thus gives the desired result. �

1.5. Coends and left Kan extensions. The goal of this section is to prove a
‘parametrized’ version of the fact that for a cocomplete R-linear category C , the
functors C (A,−) have left adjoints for every A ∈ C .

Definition 1.5.1. For any R-linear functor K : A → C from a small R-linear
category A to C , we write K̃ for the functor C → [A op,ModR] which sends
C ∈ C to C (K−, C) : A op →ModR and ϕ : C → C ′ to C (K−, ϕ) : C (K−, C)⇒
C (K−, C ′).

We want to show that for cocomplete R-linear categories C , the functor K̃ has
a left adjoint. In order to this we first have to introduce coends.

Definition 1.5.2. Let T : A op ⊗ A → C be an R-linear functor. A pair
(X, (λ)A∈A ) consisting of an object X of C and a family of morphisms λA :
T (A,A)→ X is called a coend of T if the diagrams

T (A′, A)
T (f,id) //

T (id,f)

��

T (A,A)

λA

��
T (A′, A′)

λA′ // X

are commutative for every morphism f : A → A′, and the pair (X, (λA)A∈A ) is
universal with this property; that is, if, whenever µA : T (A,A) → X ′ make the
analogous diagrams commutative, there is a unique morphism α : X → X ′ such
that µA = α ◦ λA for every object A of A . A category C is said to have coends if
for every small R-linear category A and every functor T : A op ⊗A → C , there is
a chosen coend, which we denote by(∫ A∈A

T (A,A), (λA)A∈A

)
.

The morphisms λA : T (A,A) →
∫ A

T (A,A) are called the structure morphisms of
the coend.
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Remark 1.5.1. Let C be an R-linear category, and let A be a small category. A
pair (X, (λ)A∈A ) is a coend of T : A op ⊗A → C if and only if the diagram

⊕
f :A→A′ T (A′, A)

(
inA ◦T (f,id)

)
f:A→A′ //(

inA′ ◦T (id,f)
)
f:A→A′

//
⊕

A∈A T (A,A)
(λA)A∈A // X

is a coequalizer diagram. In particular, if C is cocomplete, then C has coends.

Proof. This is a straightforward reformulation of the universal property of coends.
�

Remark 1.5.2. If A is small and if the R-linear category C is cocomplete, the coend
construction uniquely extends to a functor∫ A∈A

: [A op ⊗A ,C ]→ C

such that for any natural transformation α : T → T ′ and any object A in A the
diagram

T (A,A)

αA,A

��

λTA // ∫ A∈A
T (A,A)
∫A∈AαA,A
��

T ′(A,A)
λT
′

A

// ∫ A∈A
T ′(A,A)

is commutative.

Proof. This follows immediately from the universal property of coends. �

Definition 1.5.3. Let K : A → C be an R-linear functor, where A is a small
and C is cocomplete. We write G for the functor [A op,ModR] → [A op ⊗ A ,C ]
which sends F to F −⊗K− : A op ⊗ A → C and α : F ⇒ A′ to α ⊗ id : F −
⊗K− ⇒ F ′−⊗K−. The composite

∫ A∈A ◦G : [A op,ModR] → C is denoted by
LK = LanY K : [A op,ModR]→ C . For any R-linear F : A op →ModR, we thus
have the formula

LanY K(F ) =
∫ A∈A

FA⊗KA,

and we denote the structure morphisms of this coend by λFA : FA⊗KA→
∫ A

FA⊗
KA.

This functor is called the left Kan extension of K along Y : A → [A op,ModR].
Since we only need some basic facts about Kan extensions and the above formula
for computing them we simply take that formula as the definition. The general
concept of a Kan extension can be found in [Kel82].

Proposition 1.5.3. With K : A → C as in definition 1.5.3, the functor

LanY K : [A op,ModR]→ C

is left adjoint to
K̃ : C → [A op,ModR],

with unit η and counit ε given by the unique morphisms such that the diagrams

FB
ηKBFB //

(ηF )B ''PPPPPPPPPPPPP C (KB,FB ⊗KB)

C (KB,λFB)

��
C (KB,

∫ A
FA⊗KA)

and

∫ A
C (KA,C)⊗KA

εC // C

C (KB,C)⊗KB

λ
C(K(−),C)
B

OO

εKBC

88ppppppppppppp



TANNAKA DUALITY 23

are commutative for every B ∈ A .

Proof. Note that the definition of εC makes sense: For every morphism f : B → B′,
the diagram

C (KB′, C)⊗KB
C (KB,C)⊗Kf//

C (Kf,C)⊗KB
��

C (KB′, C)⊗KB′

εKB
′

C

��
C (KB,C)⊗KB

εKBC

// C

is commutative by proposition 1.3.3, and by definition 1.5.2 it follows that there is a
unique arrow εC making the desired diagrams commutative. Next we have to check
that the (ηF )B really do constitute a natural transformation F ⇒ C (K−,

∫ A
FA⊗

KA), i.e., that the outer composites of the diagram

(2)

FB

Ff

**TTTTTTTTTTTTTTTTTTTTTTT (4)

ηKB
′

FB

44jjjjjjjjjjjjjjjjjjjjj

ηKBFB

OO
C (KB,FB ⊗KB) (1)

C (Kf,FB⊗KB)
TTTTTTT

**TTTTTTT

C (KB,λFB)jjjjjjj

44jjjjj

FB′

(3)

ηKB
′

FB′

44jjjjjjjjjjjjjjjjjjjj

C (KB′, FB ⊗KB′)

C (KB′,Ff⊗KB′)
TTTTTTT

**TTTTTTT

C (KB′,FB⊗Kf)

OO
C (KB′, FB ⊗KB)

C (KB′,λFB)jjjjjj

44jjjjj

C (KB,
∫ A

FA⊗KA)

C (Kf,
∫A FA⊗KA)

TTTTT

**TTTTT

C (KB′, FB′ ⊗KB′)

C (KB′,λF
B′ )

OO
C (KB′,

∫ A
FA⊗KA)

are equal for every morphism f : B′ → B. But part (1) is evidently commuta-
tive, part (2) is commutative since − ⊗ Kf is the mate of C (Kf,−) (see propo-
sition 1.3.3), part (3) is commutative by definition of a coend, and part (4) is
commutative by naturality of ηKB

′
.

We have to show that the ηF and εC are natural in F and C respectively. For any
natural transformation α : F ⇒ F ′, the diagram

FB

αB

��

ηKBFB // C (KB,FB ⊗KB)

C (KB,αB⊗KB)

��

C (KB,λFB) // C (KB,
∫ A

FA⊗KA)

C (KB,
∫A αA⊗KA)

��
F ′B

ηKB
F ′B

// C (KB,F ′B ⊗KB)
C (KB,λF

′
B )

// C (KB,
∫ A

F ′A⊗KA)
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is commutative, which shows that the ηF are natural in F ; and for any morphism
ϕ : C → C ′, the outer composites in the diagram

C (KB,C)⊗KB
λ

C(K−,C)
B //

C (KB,ϕ)⊗KB

��

∫ A
C (KA,C)⊗KA

∫A C (KA,ϕ)⊗KA
��

εC // C

ϕ

��
C (KB,C ′)⊗KB

λ
C(K−,C′)
B

// ∫ A C (KA,C ′)⊗KA εC′
// C ′

are equal, hence the universal property of coends implies that the εC are natural
in C. It remains to show that the triangular identities hold. One of these follows
from commutativity of the diagram

C (KB,C (KB,C)⊗KB)

C (KB,εKBC )

��

C (KB,λ
C(K−,C)
B )

++VVVVVVVVVVVVVVVVVV

C (KB,C)

id ))SSSSSSSSSSSSSSS

ηKBC(KB,C)

55kkkkkkkkkkkkkkk
C (KB,

∫ A
C (KA,C)⊗KA)

C (KB,εC)sshhhhhhhhhhhhhhhhhhh

C (KB,C)

which is a consequence of the definition of εC and the fact that the triangular
identities hold for the adjunction −⊗KB a C (KB,−). The diagram∫ A′

C (KA′,
∫ A

FA⊗KA)⊗KA′

ε∫ FA⊗KA
))TTTTTTTTTTTTTTTTTT

∫ A
FA⊗KA

LanY K(ηF )

55jjjjjjjjjjjjjjjjjj

C (KB,
∫ A

FA⊗KA)

(2)

λ
C(K−,

∫
FA⊗KA)

B

OO

εKB∫ FA⊗KA
// ∫ A FA⊗KA

FB ⊗KB89 :;
id

NN

(1)λB

OO

ηKBFB⊗KB
// C (KB,FB ⊗KB)⊗KB

C (KB,λFB)

OO

εKBFB⊗KB

// FB ⊗KB

λB

OO

is commutative: part (1) is commutative by definition of (ηF )B and of LanY K (see
definition 1.5.3), and part (2) commutes by naturality of εKB . This shows that the
second triangular identity holds. �

Proposition 1.5.4. Let A and C be R-linear categories such that A is small
and C is cocomplete. For every R-linear functor K : A → C there is a canonical
natural isomorphism αK : K ⇒ LKY .

Proof. Writing ϕF,C for the natural isomorphism

C (LKF,C) ∼= [A op,ModR](F,C (K−, C))

from proposition 1.5.3 we get by Yoneda an isomorphism

C (LK(A (−, A)), C)
ϕA (−,A),C // [A op,ModR](A (−, A),C (K−, C))

ψA,C(K−,C)

// C (KA,C),
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where ψA,C (K−,C) sends a natural transformation κ to κA(idA). Since these iso-
morphisms are natural in C, the Yoneda lemma implies that there are unique
isomorphisms (αK)A : KA→ LKY (A) such that

ψA,C (K−,C) ◦ ϕA (−,A),C = C ((αK)A, C).

Because the left hand side of the above equation is natural in A, so is the right
hand side, and it follows that the (αK)A are natural in A. �

1.6. Dense functors. The notion of density of a functor is motivated as follows
(see [Kel82], chapter 5): A continuous map f : X → Y between Hausdorff topo-
logical spaces has dense image if and only if a continuous map g : Y → Z into
another Hausdorff space is uniquely determined by the composite gf . The notion
of a dense functor is analogous to this property, with ‘continuous map’ replaced by
‘cocontinuous functor’; see proposition 1.6.4 for the precise statement.

Definition 1.6.1. Let K : A → C be an R-linear functor. The functor K is called
dense if K̃ : C → [A op,ModR] (see definition 1.5.1) is fully faithful.

Proposition 1.6.1. For any small R-linear category A , the Yoneda embedding

Y : A → [A op,ModR]

is dense.

Proof. The Yoneda lemma gives a natural isomorphism

ψF : [A op,ModR](Y (−), F ) ∼= F .

The ψF are natural in F , hence they give a natural isomorphism

ψ : Ỹ =⇒ id[A op,ModR] .

It follows in particular that Ỹ is fully faithful. �

Lemma 1.6.2. Let F a G : B → C be an adjunction with unit η and counit ε, and
let C ∈ C . Then εC : FGC → C is an isomorphism if and only if GC,D : C (C,D)→
B(GC,GD) is a bijection for every D ∈ C . In particular, G is fully faithful if and
only if εC is an isomorphism for every object C of C .

Proof. The triangular identities imply that for every B ∈ B, the map

C (FB,C)
ϕB,C // B(B,GC)

given by ϕB,C(g) = G(g) ◦ ηB is an isomorphism. For any morphism f : C → D we
have

ϕGC,D ◦ C (εC , D)(f) = G(f ◦ εC) ◦ ηGC
= G(f) ◦G(εC) ◦ ηGC
= G(f),

where the last equality follows by the triangular identities. It follows that ϕGC,D ◦
C (εC , D) = GC,D. By Yoneda, εC is an isomorphism if and only if C (εC , D) is an
isomorphism for every object D; and the above equality shows that this is equivalent
to the fact that GC,D is a bijection for every D ∈ C . �

Proposition 1.6.3. Let K : A → C be an R-linear functor, where A is small
and C is cocomplete. Then K is dense if and only if for every object C of C , the
counit morphisms εKA : C (KA,C) ⊗ KA → C exhibit C as coend of the functor
C (K−, C)⊗K− : A op ⊗A → C .
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Proof. It follows directly from the definition of the counit εC : LKK̃C → C in
proposition 1.5.3 that εC is an isomorphism if and only if the counit morphisms
εKA : C (KA,C) ⊗KA → C exhibit C as coend of the functor C (K−, C) ⊗K− :
A op ⊗ A → C . By lemma 1.6.2 this is equivalent to the fact that K̃ is fully
faithful. �

Proposition 1.6.4. Let C be a cocomplete R-linear category, and let K : A → C
be a dense functor. Let F, F ′ : C → B be cocontinuous functors and α : FK ⇒
F ′K be a natural transformation. Then there is a unique natural transformation
β : F ⇒ F ′ such that α = βK.

Proof. Since F preserves colimits and because K is dense, the morphisms F (εKAC ) :
F (C (KA,C) ⊗KA) → F (C) exhibit F (C) as the coend of F (C (K−, C) ⊗K−),
and the analogous result holds for F ′ (see proposition 1.6.3). Write γKAR for the
unique morphism which makes the diagram

FKA
F (ϕA) //

αA

��

F (R⊗KA)

γKAR
��

F ′KA
F (ϕ′A)// F ′(R⊗KA)

commutative, where ϕA and ϕ′
A denote the canonical isomorphisms (see propo-

sition 1.4.5). By corollary 1.4.4 there is a unique natural transformation γKA :
F (−⊗KA)⇒ F ′(−⊗KA) with R-component γKAR . If we write δCA,B for the mor-
phism γKBC (KA,C) : F (C (KA,C) ⊗ KB) → F ′(C (KA,C) ⊗ KB) we get a natural
transformation

δC : F (C (K−, C)⊗K−)⇒ F ′(C (K−, C)⊗K−).

Indeed, naturality in the first variable follows directly from naturality of γKA, and
naturality in the second variable follows because for any morphism f : A → A′,
γKA

′ ◦ F (− ⊗ Kf) and F ′(− ⊗ Kf) ◦ γKA both have the same R-component;
hence they are equal by corollary 1.4.4. Therefore there is a unique morphism
βC : FC → F ′C such that

F (C (KA,C)⊗KA)

δCA,A
��

F (εKAC )// FC

βC

��
F ′(C (KA,C)⊗KA)

F ′(εKAC )

// F ′C

is commutative, and since both δC and ε are natural in C it follows that β : F ⇒ F ′

is a natural transformation. It remains to show that βK = α and that β is unique
with this property.
We first consider the diagram

F (R⊗KA)

γKAR
��

F (ηKAR ⊗KA) // F (C (KA,R⊗KA)⊗KA)

γKAC(KA,R⊗KA)=δ
KA
A,A

��

F (εKAR⊗KA)
// F (R⊗KA)

βR⊗KA

��
F ′(R⊗KA)

F ′(ηKAR ⊗KA)

// F ′(C (KA,R⊗KA)⊗KA)
F ′(εKAR⊗KA)

// F ′(R⊗KA),

which is commutative by naturality of γKA and by definition of βR⊗KA. By the
triangular identities for the adjunction −⊗KA a C (KA,−) it follows that the top
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and the bottom morphism in the above diagram are identity morphisms, and there-
fore that βR⊗KA = γKAR . This and the definition of γKAR imply that βKA = αA.
If β : F ⇒ F ′ is another natural transformation with this property, we find immedi-
ately that γKAR = βR⊗KA and by corollary 1.4.4 that γKA = β −⊗KA. Therefore
δCA,B must be equal to βC (KA,C)⊗KA, and naturality of β implies that the diagram

F (C (KA,C)⊗KA)

δCA,A=βC(KA,C)⊗KA

��

F (εKAC )// FC

βC

��
F ′(C (KA,C)⊗KA)

F ′(εKAC )

// F ′C

is commutative, hence that β = β. �

Corollary 1.6.5. For any cocomplete R-linear category C and any small R-linear
category A , the functor

[Y,C ] : Cocts([A op,ModR],C )→ [A ,C ]

which sends a cocontinuous functor F to FY : A → C is an equivalence of cate-
gories.

Proof. By proposition 1.6.4, the functor [Y,C ] is fully faithful, and in proposi-
tion 1.5.4 we have seen that for any K : A → C , LanY K ◦Y ∼= K. In other words,
[Y,C ] is essentially surjective. �

Definition 1.6.2. Let K : A → C be an R-linear functor, where A is a small
R-linear category. For any C ∈ C we define the category (K ↓ C) as follows: the
objects of (K ↓ C) are pairs (A,ϕ), where A is an object of A and ϕ : KA→ C is a
morphism of C , and the morphisms (A,ϕ)→ (A′, ϕ′) are the morphisms f : A→ A′

in A for which the diagram

KA

ϕ
!!CCCCCCCC
Kf // KA′

ϕ′}}zzzzzzzz

C

is commutative. We let DC : (K ↓ C) → C be the functor which sends (A,ϕ) to
KA and f : (A,ϕ)→ (A′, ϕ′) to Kf . The canonical cocone on DC is the cocone(

C,
(
κ(A,ϕ)

)
(A,ϕ)∈(K↓C)

)
given by the morphisms κ(A,ϕ) = ϕ.

Proposition 1.6.6. Let K : A → C be an R-linear functor, where A is small and
additive and C is cocomplete. For any object C of C , the counit εC : LKK̃ → C
(see proposition 1.5.3) is an isomorphism if and only if the canonical cocone on DC

(see definition 1.6.2) exhibits C as colimit of DC . In particular, K is dense if and
only if this holds for every object C of C .

Proof. The second statement follows immediately from the first by lemma 1.6.2.
We denote the set of cocones(

X,
(
γ(A,ϕ)

)
(A,ϕ)∈(K↓C)

)
on DC with target X ∈ C by SX . If α : C (K−, C) ⇒ C (K−, X) is a natural
transformation, we let χ(α)(A,ϕ) = αA(ϕ). If f : (A,ϕ)→ (A′, ϕ′) is a morphism of
(K ↓ C), then ϕ = ϕ′ ◦Kf , and by naturality of α it follows that

χ(α)(A,ϕ) = αA(ϕ) = αA(ϕ′ ◦Kf) = αA′(ϕ′) ◦Kf ,
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which shows that the χ(α)(A,ϕ) constitute a cocone. In other words, we get a map

χ : Nat(C (K−, C),C (K−, X))→ SX .

Moreover, the composite

C (C,X)
K̃C,X // Nat(C (K−, C),C (K−, X))

χ // SX

sends a morphism g : C → X to the cocone with components

χ(K̃C,X(g))(A,ϕ) = χ(C (K−, g))(A,ϕ) = C (KA, g)(ϕ) = g ◦ ϕ.

Thus χ ◦ K̃C,X is a bijection for every X ∈ C if and only if the canonical cocone on
DC exhibits C as colimit of DC . On the other hand, lemma 1.6.2 shows that εC is
an isomorphism if and only if K̃C,X is a bijection for every X ∈ C . The statement
of the proposition is thus equivalent to the fact that χ is a bijection.
It remains to construct an inverse of χ. Given a cocone(

X,
(
γ(A,ϕ)

)
(A,ϕ)∈(K↓C)

)
,

on DC we let β(γ)A : C (KA,C)→ C (KA,X) be the map which sends ϕ : KA→ C
to γ(A,ϕ). We claim that β(γ)A is a homomorphism of R-modules. For r ∈ R, the
diagram

KA

r·ϕ
!!CCCCCCCC

K(r·id) // KA

ϕ
}}{{{{{{{{

C

is commutative. By definition 1.6.2 it follows that r · id : (A, r · ϕ) → (A,ϕ) is a
morphism in (K ↓ C). Since the γ(A,ϕ) constitute a cocone on DC it follows that

γ(A,r·ϕ) = γ(A,ϕ) ◦K(r · id) = r · γ(A,ϕ),

hence that β(γ)A(r · ϕ) = r · β(γ)A(ϕ). Since A is additive, the sum A⊕A exists.
We denote the inclusions by ini : A→ A⊕A, i = 1, 2. The fact that K is R-linear
implies that the K(ini) : KA→ K(A⊕A), i = 1, 2 exhibit K(A⊕A) as sum of two
copies of KA. It follows that for any two morphisms ϕi : KA→ C in C there is a
unique morphism (ϕ1 ϕ2) : K(A⊕A)→ C such that the diagram

KA

ϕi
  BBBBBBBB
K(ini) // K(A⊕A)

(ϕ1 ϕ2)
zzuuuuuuuuuu

C

is commutative for i = 1, 2. Furthermore, the diagram

KA

ϕ1+ϕ2   BBBBBBBB
K(in1 + in2) // K(A⊕A)

(ϕ1 ϕ2)
zzuuuuuuuuuu

C

is commutative because K is R-linear. These three diagrams show that we have
morphisms ini : (A,ϕi)→ (A⊕A, (ϕ1 ϕ2)) and a morphism K(in1 + in2) : (A,ϕ1+
ϕ2)→ (A⊕A, (ϕ1 ϕ2)) in (K ↓ C). The fact that the γ(A,ϕ) constitute a cocone
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on DC therefore implies that

γ(A,ϕ1+ϕ2) = γ(
A⊕A,(ϕ1 ϕ2)

) ◦K(in1 + in2)

= γ(
A⊕A,(ϕ1 ϕ2)

) ◦K(in1) + γ(
A⊕A,(ϕ1 ϕ2)

) ◦K(in2)

= γ(A,ϕ1) + γ(A,ϕ2).

This shows that β(γ)A(ϕ1 + ϕ2) = β(γ)A(ϕ1) + β(γ)A(ϕ2), as claimed. For any
morphism f : A → A′ and any ϕ : KA → C, f gives a morphism (A,ϕ ◦ Kf) →
(A,ϕ) in (K ↓ C), which implies that

γ(A,ϕ◦Kf) = γ(A,ϕ) ◦Kf ,

i.e, that β(γ)A(ϕ ◦ Kf) = β(γ)A(ϕ) ◦ Kf . In other words, β(γ) is natural in A,
and we have in fact constructed a map β : SX → Nat(C (K−, C),C (K−, X)). For
every natural transformation α : C (K−, C) ⇒ C (K−, X) and every ϕ : KA → C
we have (

β
(
χ(α)

))
A

(ϕ) = χ(α)(A,ϕ) = αA(ϕ),

and if the γ(A,ϕ) : KA→ X constitute a cocone on DC , the equalities

χ(β(γ))(A,ϕ) = β(γ)A(ϕ) = γ(A,ϕ)

hold. This shows that χ and β are mutually inverse, which concludes the proof. �

Corollary 1.6.7. Let A be a small additive R-linear category. For every R-linear
functor F : A op →ModR, the canonical cocone on DF : (Y ↓ F )→ [A op,ModR]
(see definition 1.6.2) exhibits F as colimit of DF .

Proof. This is a direct consequence of proposition 1.6.1 and proposition 1.6.6. �

2. The reconstruction problem

2.1. Overview. In this chapter we give an explicit construction of the left adjoint
mentioned in the introduction, and we use this construction to prove theorem 2.6.5.
In section 2.2 we show that the equivalence of categories from corollary 1.4.4 extends
to an equivalence of the category of coalgebras and the category of cocontinuous
R-linear comonads (see definition 2.2.2). The proof is straightforward but rather
tedious.
In the sections 2.3 and 2.4 we introduce the categories of comodules for coalgebras
and for comonads, and we show that these are compatible with the equivalence from
section 2.2 (see proposition 2.4.3 for the precise statement). We also cite Beck’s
monadicity theorem (theorem 2.4.8) which will be used in the proof of our recog-
nition result in section 3.4. We construct the left adjoint to the comodule functor
in section 2.5 using left Kan extensions (see definition 1.5.3), and the equivalence
mentioned above. This enables us to give an explicit formula for the counit in
section 2.6, which can then be used to prove our reconstruction theorem.

2.2. Comonoids and monoidal functors. Recall that a monoidal category is a
category M together with a bifunctor −⊗− : M ×M →M and an object I ∈M
such that −⊗− is associative up to natural isomorphism a = aA,B,C : (A⊗B)⊗C →
A⊗(B⊗C) and such that I is a unit up to natural isomorphism l = lA : I⊗A→ A
and r = rA : A ⊗ I → A. Furthermore, these natural isomorphism have to satisfy
certain axioms (coherence laws), which then imply that all diagrams containing
only instances of a, l, r and −⊗− applied to such morphisms are commutative (see
[ML98]).
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Definition 2.2.1. Let M be a monoidal category. A comonoid in M is an object
C ∈ M together with a comultiplication δ : C → C ⊗ C and a counit ε : C → I
such that the diagrams

C
δ //

δ

��

C ⊗ C
δ⊗C // (C ⊗ C)⊗ C

a

��
C ⊗ C

C⊗δ
// C ⊗ (C ⊗ C)

and

C
r−1

zztttttttttt

δ

��

l−1

$$JJJJJJJJJJ

C ⊗ I C ⊗ C
C⊗ε
oo

ε⊗C
// I ⊗ C

are commutative. A morphism of comonoids (C, δ, ε) → (C ′, δ′, ε′) is a morphism
ϕ : C → C ′ in M which is compatible with the comultiplications and the counits,
that is, such that the diagrams

C
δ //

ϕ

��

C ⊗ C

ϕ⊗ϕ
��

C ′
δ′ // C ′ ⊗ C ′

and

C

ε
��>>>>>>> ϕ

// C ′

ε′��~~~~~~~~

I

are commutative. The comonoids in M with comonoid morphisms constitute a
category, which we denote by Comon(M ).

We are interested in the following two examples of monoidal categories: The
first is ModR itself, with its usual tensor product and unit R. The second example
is the category Cocts[ModR,ModR] of cocontinuous R-linear functors ModR →
ModR, with tensor product given by the composition of functors and unit object
the identity functor idModR : ModR →ModR. This category is strict monoidal,
i.e., the natural isomorphisms a, l, r are in fact identities.

Definition 2.2.2. A comonoid (C, δ, ε) in ModR is called a coalgebra, and the cat-
egory of coalgebras is denoted by CoalgR. A comonoid (T, δT , εT ) in the category
Cocts[ModR,ModR] is called a cocontinuous R-linear comonad, and the category
of cocontinuous R-linear comonads is denoted by CCR.

The goal of this section is to construct an equivalence between CoalgR and CCR.
In order to do this we need a notion of morphism between monoidal categories.

Definition 2.2.3. A monoidal functor F : M →M ′ between monoidal categories
(M ,⊗, I, a, r, l) and (M ′,⊗′, I ′, a′, r′, l′) is a functor F : M →M ′ together with a
natural transformation ψA,B : FA⊗′FB → F (A⊗B) and a morphism ψ0 : I ′ → FI
such that for all objects A,B,C of M , the diagrams

(FA⊗′ FB)⊗′ FC a′ //

ψA,B⊗′FC
��

FA⊗′ (FB ⊗′ FC)

FA⊗′ψB,C
��

F (A⊗B)⊗′ FC

ψA⊗B,C

��

FA⊗′ F (B ⊗ C)

ψA,B⊗C

��
F ((A⊗B)⊗ C)

F (a)
// F (A⊗ (B ⊗ C))

FA⊗′ I ′

FA⊗′ψ0

��

r′ // FA

FA⊗′ FI
ψA,I

// F (A⊗ I)

F (r)

OO

I ′ ⊗′ FA

FA⊗′ψ0

��

l′ // FA

FI ⊗′ FA
ψI,A

// F (I ⊗A)

F (l)

OO

are commutative. A monoidal functor (F,ψ, ψ0) is called strong if the ψA,B and ψ0

are isomorphisms.
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Proposition 2.2.1. Let (F,ψ, ψ0) : M →M ′ be a strong monoidal functor which
is fully faithful and essentially surjective. Then the functor F̂ : Comon(M ) →
Comon(M ′) which sends a comonoid (C, δ, ε) in M to the comonoid FC with
comultiplication

FC
Fδ // F (C ⊗ C)

ψ−1
C,C // FC ⊗′ FC

and counit FC
Fε //FI

ψ−1
0 //I ′ and a morphism ϕ : C → C ′ of comonoids to

Fϕ : FC → FC ′ is an equivalence of categories.

Proof. First one has to check that F̂ is well-defined, i.e., that FC with the described
comultiplication and counit is indeed a comonoid in M ′. This follows from the facts
that C is a comonoid and that F is strong monoidal. For example, the diagram

FC

(1)

Fδ //

Fδ

��

F (C ⊗ C)

F (δ⊗C)

��
(2)

ψ−1
C,C // FC ⊗′ FC

Fδ⊗′FC
��

F ((C ⊗ C)⊗ C)

F (a)

��
(4)

ψ−1
C⊗C,C

// F (C ⊗ C)⊗′ FC

ψ−1
C,C⊗

′FC

��
F (C ⊗ C)

(3)ψ−1
C,C

��

F (C⊗δ) // F (C ⊗ (C ⊗ C))

ψ−1
C,C⊗C
��

(FC ⊗′ FC)⊗′ C)

a′

��
F (C)⊗′ F (C)

FC⊗′Fδ
// FC ⊗′ F (C ⊗ C)

FC⊗′ψ−1
C,C

// FC ⊗′ (FC ⊗′ FC)

is commutative. Indeed, commutativity of (2) and (3) follows from the naturality
of ψ, (1) is commutative because C is a comonoid and (4) is commutative because
(F,ψ, ψ0) is strong monoidal. The remaining comonoid axioms and the axioms for
Fϕ to be a morphism of comonoids can be checked similarly. Next we want to show
that F̂ is fully faithful. Clearly F̂ is faithful, because F is. To see that F̂ is full, we
let ϕ′ : FC → FC ′ be a morphism of comonoids, where (C ′, δ′, ε′) is any comonoid
in M . Since F is full, there is a unique morphism ϕ : C → C ′ in M such that
Fϕ = ϕ′. It remains to check that ϕ is in fact a morphism of comonoids. But the
diagram

FC

Fϕ=ϕ′

��

Fδ // F (C ⊗ C)
ψ−1
C,C // FC ⊗′ FC

ϕ′⊗′ϕ′=Fϕ⊗′Fϕ
��

ψC,C // F (C ⊗ C)

F (ϕ⊗ϕ)

��
FC ′

Fδ′
// F (C ′ ⊗ C ′)

ψ−1
C′,C′

// FC ′ ⊗′ FC ′
ψC′,C′

// F (C ′ ⊗ C ′)

is commutative, hence F (ϕ ⊗ ϕ ◦ δ) = F (δ′ ◦ ϕ). Since F is faithful, this yields
the desired equality ϕ ⊗ ϕ ◦ δ = δ′ ◦ ϕ, and the compatibility with counits follows
similarly.
It remains to show that F̂ is essentially surjective. If (C ′, δ′, ε′) is any comonoid in
M ′, there is an object C of M such that C ′ and FC are isomorphic. There is then
a unique comonoid structure on FC such that a chosen isomorphism FC → C ′ is an
isomorphism of comonoids. Without loss of generality we can therefore assume that
FC = C ′. We let δ : C → C⊗C and ε : C → I be the unique morphisms with Fδ =
ψC,C ◦δ′ and Fε = ψ0◦ε. We are done if we can show that (C, δ, ε) is a comonoid in
M , because we then obviously have F̂ (C, δ, ε) = (C ′, δ′, ε′). We illustrate how one
can check that (C, δ, ε) is a comonoid by proving the coassociativity axiom. This
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can be done with the same strategy which was used to prove that F̂ is well-defined:
The outer composite in the diagram

FC

(1)

Fδ //

Fδ

��

F (C ⊗ C)

F (δ⊗C)

��
(2)

ψ−1
C,C // FC ⊗′ FC

Fδ⊗′FC
��

F ((C ⊗ C)⊗ C)

F (a)

��
(4)

ψ−1
C⊗C,C

// F (C ⊗ C)⊗′ FC

ψ−1
C,C⊗

′FC

��
F (C ⊗ C)

(3)ψ−1
C,C

��

F (C⊗δ) // F (C ⊗ (C ⊗ C))

ψ−1
C,C⊗C
��

(FC ⊗′ FC)⊗′ C)

a′

��
F (C)⊗′ F (C)

FC⊗′Fδ
// FC ⊗′ F (C ⊗ C)

FC⊗′ψ−1
C,C

// FC ⊗′ (FC ⊗′ FC)

is precisely the coassociativity axiom for δ′, because ψ−1
C,C ◦Fδ = δ′. Since the parts

(2), (3), (4) are commutative, it follows that (1) is commutative, too. Coassociativ-
ity of (C, δ, ε) now follows by faithfulness of F . �

Proposition 2.2.2. The functor e = evR : Cocts[ModR,ModR] → ModR is
strong monoidal, with ψ0 = id : R → id(R) and ψF,G : e(F ) ⊗ e(G) → e(F ◦ G)
given by (ξF )GR : FR ⊗ GR → F (GR), where ξF : FR ⊗ − ⇒ F is the unique
natural transformation with (ξF )R = r : FR⊗R→ FR.

Proof. The diagrams

e(F )⊗R r //

e(F )⊗ψ0

��

e(F )

e(F )⊗ e(id)
ψF,id

// e(F ◦ id)

e(r)

OO

and

R⊗ e(F ) l //

e(F )⊗ψ0

��

e(F )

e(id)⊗ e(F )
ψid,F

// e(id ◦F )

e(l)

OO

reduce in this context to the diagrams

FR⊗R r //

FR⊗id

��

FR

FR⊗R
(ξF )R

// FR

id

OO

and

R⊗ FR l //

FR⊗id

��

FR

R⊗ e(F )
(ξid)FR

// FR,

id

OO

which are commutative because (ξF )R = r by definition and because (ξid)M =
lM : R ⊗M → M . The latter follows from the fact that lR = rR : R ⊗ R → R, so
l : R⊗− ⇒ idModR is indeed the unique natural transformation with R-component
rR : R⊗R→ R.
It remains to show that for cocontinuous functors F,G,H : ModR →ModR, the
diagram

(e(F )⊗ e(G))⊗ e(H) a //

ψF,G⊗e(H)

��

e(F )⊗ (e(G)⊗ e(H))

e(F )⊗ψG,H
��

e(F ◦G)⊗ e(H)

ψF◦G,H

��

e(F )⊗ e(G ◦H)

ψF,G◦H

��
e((F ◦G) ◦H)

e(id)
// e(F ◦ (G ◦H))
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is commutative. Using the definition of e and ψ we find that this is equivalent to
commutativity of

(FR⊗GR)⊗HR a //

(ξF )GR⊗HR
��

FR⊗ (GR⊗HR)

FR⊗(ξG)HR

��
FGR⊗HR

(ξFG)HR

��

FR⊗GHR

(ξF )GHR

��
FGHR

id
// FGHR,

which is an instance of the more general diagram

(FR⊗GR)⊗M a //

(ξF )GR⊗M
��

FR⊗ (GR⊗M)

FR⊗(ξG)M

��
FGR⊗M

(ξFG)M

��

FR⊗GM

(ξF )GM

��
FGM

id
// FGM ,

with M = HR. Since both morphisms in the previous diagram are natural in M ,
corollary 1.4.4 implies that it suffices to check its commutativity for M = R. This
means that we are done if we can show that the outer composites in the diagram

(FR⊗GR)⊗R

r
))SSSSSSSSSSSSSS

a //

(ξF )GR⊗R
��

FR⊗ (GR⊗R)

FR⊗(ξG)R=FR⊗r
��

FGR⊗R

(ξFG)R=r

��

FR⊗GR

(ξF )GR

��
FGR

id
// FGR

are equal. But the lower pentagon of this diagram commutes by naturality of r, and
the upper triangle is commutative by Mac Lane’s Coherence Theorem for monoidal
categories. �

Proposition 2.2.3. The functor H : ModR → Cocts[ModR,ModR] which sends
an R-module M to M ⊗ − : ModR → ModR and ϕ : M → M ′ to the natural
transformation ϕ⊗− is strong monoidal, with ϕ0 = l−1 : id⇒ R⊗− and

ϕM,N = a−1
M,N,− : H(M) ◦H(N)(−) = M ⊗ (N ⊗−)⇒ (M ⊗N)⊗−.

Proof. This is a direct consequence of Mac Lane’s coherence theorem for monoidal
categories. For example, unraveling the definitions and using corollary 1.4.4 we find
that commutativity of the diagram of natural transformations

(H(M) ◦H(N)) ◦H(L) id //

ϕM,N∗H(L)

��

H(M) ◦ (H(N) ◦H(L))

H(M)∗ϕN,L
��

H(M ⊗N) ◦H(L)

ϕM⊗N,L

��

H(M) ◦H(N ⊗ L)

ϕM,N⊗L

��
H((M ⊗N)⊗ L)

H(a)
// H(M ⊗ (N ⊗ L))
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is equivalent to commutativity of

M ⊗ (N ⊗ (L⊗R)) id //

a−1
M,N,L⊗R

��

M ⊗ (N ⊗ (L⊗R))

M⊗a−1
N,L,R

��
(M ⊗N)⊗ (L⊗R)

a−1
M⊗N,L,R

��

M ⊗ ((N ⊗ L)⊗R)

a−1
M,N⊗L,R
��

((M ⊗N)⊗ L)⊗R
a⊗R

// (M ⊗ (N ⊗ L))⊗R,

which is indeed commutative by the coherence theorem. The remaining axioms
follow in a similar fashion. �

Lemma 2.2.4. Let (T, δT , εT ) be a cocontinuous R-linear comonad. With the
notations of the propositions 2.2.1, 2.2.2 and 2.2.3, the natural transformation

ξ−1
T : T ⇒ Ĥê(T )

is a morphism of cocontinuous R-linear comonads.

Proof. We let (C, δ, ε) = ê(T ). By proposition 2.2.1 it follows that δ is given by the
composite

TR
δTR // TTR

(ξT )−1
TR// TR⊗ TR,

and that ε = εTR : TR → R. The same proposition, applied to H, implies that the
comultiplication

Ĥê(C)⇒ Ĥê(C) ◦ Ĥê(C)

has as M -component the composite

TR⊗M
δTR⊗M // TTR

(ξT )−1
TR⊗M // (TR⊗ TR)⊗M

aTR,TR,M // TR⊗ (TR⊗M).

In order to show that ξ−1
T is a morphism of comonoids we thus have to check that

for every R-module M , the diagram

TM
(ξT )−1

M //

δTM

��

TR⊗M

δTR⊗M
��

TTR⊗M

(ξT )−1
TR⊗M

��
(TR⊗ TR)⊗M

aTR,TR,M

��
TTM

(ξT )−1
TM

// TR⊗ TM
TR⊗(ξT )−1

M

// TR⊗ (TR⊗M)
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is commutative, where the lower composite is the M -component of ξ−1
T ∗ ξ

−1
T . By

corollary 1.4.4 it suffices to check that the outer square of the diagram

TR
(ξT )−1

R =r−1

//

δTR
��

TR⊗R

δTR⊗R
��

TTR

(ξT )−1
TR

��

r−1
// TTR⊗R

(ξT )−1
TR⊗R

��
(TR⊗ TR)⊗R

aTR,TR,R

��
TR⊗ TR

TR⊗(ξT )−1
R =TR⊗r−1

// TR⊗ (TR⊗R)

is commutative. But this is a direct consequence of the fact that r−1 is natural and
the observation that TR⊗ r−1

TR = aTR,TR,R ◦ r−1
TR⊗TR. The counit of Ĥê(T ) has as

M -component the composite

TR⊗M
εTR⊗M // R⊗M l // M .

Thus it remains to check that the diagram

TM

εTM
��

(ξT )−1
M // TR⊗M

εTR⊗M
��

M R⊗M
l

oo

is commutative for every R-module M , which is equivalent to commutativity of

TR

εTR
��

(ξT )−1
R =r−1

// TR⊗R

εTR⊗R
��

R R⊗R
lR

oo

by corollary 1.4.4. This follows by naturality of r because lR = rR : R⊗R→ R. �

Lemma 2.2.5. Let (C, δ, ε) be a coalgebra. Using the notations of the proposi-
tions 2.2.1, 2.2.2 and 2.2.3, rC : C⊗R→ C is a morphism of coalgebras êĤ(C)→
C.

Proof. Unraveling the definitions we find that the comultiplication of êĤ(C) is
given by the composite

C ⊗R
δ⊗R // (C ⊗ C)⊗R

aC,C,R // C ⊗ (C ⊗R)
(ξ−1
C⊗−)C⊗R// (C ⊗R)⊗ (C ⊗R)

and its counit is given by

C ⊗R
ε⊗R // R⊗R l // R.

The diagram

C ⊗R

ε⊗R
��

rC // C

ε

��
R⊗R

lR=rR

// R
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is commutative by naturality of r, which shows that rC is compatible with the
counits. Since the R-component of the natural transformation rC ⊗− : (C ⊗R)⊗
− ⇒ C⊗− is rC⊗R = rC⊗R : (C⊗R)⊗R→ C⊗R, it follows that ξC⊗− = rC⊗−
(see proposition 2.2.2). Therefore it suffices to check that the diagram

C ⊗R

rC

��

δ⊗R // (C ⊗ C)⊗R

rC⊗C

��

aC,C,R // C ⊗ (C ⊗R)

r−1
C ⊗R
��

C
δ

// (C ⊗ C) (C ⊗R)⊗ (C ⊗R)
rC⊗rC
oo

is commutative. This follows immediately from the coherence theorem. �

Proposition 2.2.6. With the notation of the propositions 2.2.1, 2.2.2 and 2.2.3,
the functors

T = Ĥ : CoalgR → CCR

and
C = ê : CCR → CoalgR

are mutually inverse equivalences, with natural isomorphisms π : id⇒ T ◦C given
by πT = ξ−1

T : T ⇒ T ◦C(T ) and β : C ◦T ⇒ id given by βC = rC : C ⊗ R → C.
Moreover, π and β are the unit and counit of the adjunction C a T.

Proof. It follows from the lemmas 2.2.4 and 2.2.5 that πT and βC are well-defined,
i.e., that they really are morphisms in the desired categories. Naturality of β
follows from naturality of r, and naturality of πT in T reduces by corollary 1.4.4 to
commutativity of

TR

ϕR

��

(ξ−1
T )R=r−1

// TR⊗R

ϕR⊗R
��

T ′R
(ξ−1
T ′ )R=r−1

// T ′R⊗R

where ϕ : T → T ′ is a morphism of comonoids in Cocts[ModR,ModR]. This is
again a consequence of the naturality of r. It remains to check that the triangular
identities hold for π and β. For every comonoid (T, δT , εT ) in Cocts[ModR,ModR]
we have

βC(T ) ◦C(πT ) = rTR ◦ (ξ−1
T )R = rTR ◦ r−1

TR = idTR
by definition of ξ−1

T (see proposition 2.2.2). On the other hand, we have for ev-
ery comonoid (C, δ, ε) in ModR the equality ξ−1

T(C) = r−1
C ⊗ − between natural

transformations, because their R-components are equal. It follows that(
T(βC) ◦ πT(C)

)
M

= rC ⊗M ◦ r−1
C ⊗M = idC⊗M

for every R-module M . These two equations are precisely the triangular identities
for π and β. �

2.3. Coalgebras and comodules. In this chapter we prove some basic facts about
comonoids in ModR, define the category of comodules of such a comonoid and
introduce the standard terminology. In the next section we will introduce the
standard terminology for comonoids in Cocts[ModR,ModR] and give basic results
and constructions.

Definition 2.3.1. A comonoid (C, δ, ε) in ModR (see definition 2.2.1) is called a
coalgebra. The coalgebra (C, δ, ε) is called flat if the R-module C is flat. We denote
the category of coalgebras by CoalgR.
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Definition 2.3.2. Let (C, δ, ε) be a coalgebra. A (left) comodule of C is an R-
module M together with a coaction ρ : M → C ⊗M , that is, a homomorphism
ρ : M → C ⊗M of R-modules such that the diagrams

M

ρ

��

ρ // C ⊗M

δ⊗M
��

C ⊗M
M⊗ρ

// C ⊗ (C ⊗M)
a−1
// (C ⊗ C)⊗M

and

M

id

��

ρ // C ⊗M

ε⊗M
��

M R⊗M
l

oo

are commutative. A comodule M is called a Cauchy comodule if the R-module M
is Cauchy, i.e., if it is finitely generated and projective. A morphism of comodules
ϕ : (M,ρ)→ (M ′, ρ′) is a homomorphism ϕ : M →M ′ such that the diagram

M

ρ

��

ϕ // M ′

ρ′

��
C ⊗M

C⊗ϕ
// C ⊗M ′

is commutative. The category of C-comodules and morphisms between them is
denoted by Comod(C), and the full subcategory of Cauchy comodules is denoted
by Comodc(C).

Proposition 2.3.1. For any coalgebra (C, δ, ε), the functor W = C⊗− : ModR →
Comod(C) which sends a module N to the C-comodule (C ⊗ N, δ ⊗ N) is right
adjoint to the forgetful functor V : Comod(C) → ModR which sends a comod-
ule (M,ρ) to the underlying module M . The unit of this adjunction is given by
ρ : (M,ρ)→ (C ⊗M, δ ⊗M).

Proof. It follows directly from the definition of a coalgebra that (C ⊗N, δ ⊗N) is
a C-comodule. The natural bijection

f : Comod(C)
(
(M,ρ), (C ⊗N, δ ⊗N)

) ∼= ModR(M,N)

is given by f(ϕ) = ε ⊗ N ◦ ϕ and f−1(ψ) = C ⊗ ψ ◦ ρ. In particular, ηM =
f−1(idM ) = ρ. �

Proposition 2.3.2. Let (C, δ, ε) be a coalgebra. Then the forgetful functor V :
Comod(C)→ModR creates colimits. This means that for any diagram F : D →
Comod(C), if the colimit X of the diagram V F : D → ModR exists, then there
is a unique coaction ρ on X such that the structure morphisms become morphisms
of comodules and (X, ρ) with these structure morphisms is a colimit of F .

Proof. If we demand that the structure maps ηD : FD → X be comodule mor-
phisms, the coaction ρ on X must make the diagram

FD

ρFD

��

ηD // X

ρ

��
C ⊗ FD

C⊗ηD
// C ⊗X

commutative for every object D of D . Since X is the colimit of the diagram V F
there is a unique such ρ, and one can easily check that (X, ρ) is the colimit of F in
Comod(C). �

Proposition 2.3.3. Let (C, δ, ε) be a coalgebra. Then the forgetful functor V :
Comod(C) → ModR creates those limits which are preserved by the functors
C ⊗− : ModR →ModR and (C ⊗ C)⊗− : ModR →ModR. In other words, if
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F : D → Comod(C) is a diagram such that the limit (L, (κD)D∈D) of the diagram
V F : D →ModR exists and is preserved by C⊗− and (C⊗C)⊗−, then there is a
unique coaction ρ : L→ C⊗L such that the structure morphisms become morphisms
of comodules and (L, ρ) with these structure morphisms is a limit of F .

Proof. The fact that C⊗− preserves the limit L implies that (C⊗L, (C⊗κD)D∈D)
is a limit of the diagram C⊗V F (−). Thus there is a unique morphism ρ : L→ C⊗L
such that the diagram

L

ρ

��

κD // FD

ρFD

��
C ⊗ L

C⊗κD
// C ⊗ FD

is commutative for every D ∈ D . Because (C⊗C)⊗− preserves the limit L it follows
that ρ is a coaction. Proving that (L, ρ) is the limit of F is straightforward. �

Corollary 2.3.4. For any coalgebra (C, δ, ε), the category Comod(C) is cocom-
plete. If C is flat, then Comod(C) is abelian.

Proof. This is a direct consequence of proposition 2.3.2 and proposition 2.3.3. �

Proposition 2.3.5. Let C be a flat coalgebra, M a C-comodule and let m ∈ M .
Then there is a subcomodule M0 ⊆ M containing m and a submodule N ⊆ M
such that N is a finitely generated R-module and M0 ⊆ N . In particular, if R is
Noetherian, then M0 is finitely generated as R-module.

Proof. There are elements ni ∈M and ci ∈ C such that ρ(m) =
∑n
i=1 ci ⊗ ni. Let

N be the submodule of M generated by the ni, i = 1, . . . , n and write i : N → M
for the inclusion. By proposition 2.3.1 the morphism C ⊗ i : C ⊗ N → C ⊗M is
a morphism of comodules. Since C is flat, C ⊗ i is injective. Now let E be the
pullback (in Comod(C)) of ρ : M → C ⊗M and C ⊗ i. The diagram

E
σ //

j

��

C ⊗N

C⊗i
��

N⊗ε // N

i

��
M@A BC

id

��
ρ // C ⊗M

M⊗ε // M ,

where the left square is a pullback diagram, is commutative. By proposition 2.3.3
it follows that σ and j are injective. Commutativity of the diagram implies that
M0 = j(E) is a submodule of N , and m lies in M0 because ρ(m) lies in the image
of C ⊗ i. �

2.4. Comonads and comonadicity.

Definition 2.4.1. A comonad on a category C is an endofunctor T : C → C
together with natural transformations δ : T ⇒ T ◦ T (the comultiplication of T )
and ε : T ⇒ idC (the counit of T ) such that the equations

Tδ ◦ δ = δT ◦ δ, Tε ◦ δ = 1T and εT ◦ δ = 1T
hold. A morphism between comonads (T, δ, ε) and (T ′, δ′, ε′) is a natural transfor-
mation α : T ⇒ T ′ satisfying the equations

ε′ ◦ α = ε and α ∗ α ◦ δ = δ′ ◦ α.

Remark 2.4.1. A comonoid in Cocts[ModR,ModR] is a comonad on ModR whose
underlying functor is cocontinuous and R-linear, and a morphism of comonoids in
Cocts[ModR,ModR] is precisely a morphism of the corresponding comonads.
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Definition 2.4.2. Let (T, δ, ε) be a comonad on C . A T -comodule3 consists of an
object C of C , together with a morphism ξ : C → TC such that εC ◦ ξ = id and
δC ◦ ξ = T (ξ) ◦ ξ. A morphism of T -comodules (C, ξ) → (C ′, ξ′) is a morphism
ϕ : C → C ′ in C such that ξ′ ◦ ϕ = T (ϕ) ◦ T . The category of T -comodules and
morphisms between them is denoted by Comod(T ).

Recall from definition 1.2.1 that the category catR /ModcR has objects the pairs
(A , ω), where A is an essentially small R-linear category and ω : A → ModcR is
an R-linear functor, and the morphisms between two objects (A , ω) and (A ′, ω′)
in catR /ModcR are the R-linear functors F : A → A ′ making the diagram

A

ω ##FFFFFFFFF
F // A ′

ω′{{wwwwwwww

ModcR

commutative.

Definition 2.4.3. Recall that the category of R-linear cocontinuous comonads
ModR → ModR and morphisms of comonads is denoted by CCR (see defini-
tion 2.2.2). For any T ∈ CCR, a T -comodule (M, ξ) is called Cauchy if the
underlying module lies in ModcR (see definition 1.2.1). The category of Cauchy
T -comodules is denoted by Comodc(T ), and the forgetful functor is denoted by

VT : Comodc(T ) −→ModR .

Any morphism of comonads ϕ : T → T ′ in CCR induces a morphism

Comodc(ϕ) : Comodc(T )→ Comodc(T ′),

given on objects by (M, ξ) 7→ (M,ϕM ◦ ξ) and on morphisms by the identity. This
construction extends to a functor

Comodc(−) : CCR −→ catR /ModcR,

which sends T to (Comodc(T ), VT ) and ϕ : T → T ′ to Comodc(ϕ). We call this
functor the comodule functor.

Remark 2.4.2. The comodule functor is well-defined: the category (Comodc(T ), VT )
is small since ModcR is small (see definition 1.2.1), and for any R-module M the
collection of all possible coactions M → T (M) forms a subset of the set of all
homomorphisms M → T (M).

Proposition 2.4.3. Let (C, δ, ε) be a coalgebra. With T(C) : ModR →ModR as
in proposition 2.2.6, the categories Comod(T(C)) of T(C)-comodules is equal to
the category Comod(C) of definition 2.3.2.

Proof. This follows directly from the definition of a T -comodule (see definition 2.4.2)
for a comonad T , the definition of T(C) in proposition 2.2.6, and the definition of
a comodule of a coalgebra C (see definition 2.3.2). �

This suggests the following generalization of proposition 2.3.1.

Proposition 2.4.4. Let (T, δ, ε) be a comonad on C . Then the functor W =
WT : C → Comod(T ) which sends an object C of C to the T -comodule (TC, δC)
and a morphism ϕ : C → C ′ to T (ϕ) is right adjoint to the forgetful functor
V = VT : Comod(T ) → C which sends (C, ξ) to C. The unit of this adjunction is
given by η(M,ξ) = ξ : M → TM = VW (M).

3Note that a T -comodule is usually called a T -coalgebra. However, in this context this termi-
nology would be rather misleading, and our choice is for example justified by proposition 2.4.3
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Proof. First we have to check that W is a well-defined functor, i.e., that (TC, δC) is
a T -comodule and that T (ϕ) is a morphism of T -comodules. By definition 2.4.1 we
have Tδ ◦ δ = δT ◦ δ. Looking at the C-component of this natural transformation
we find that T (δC)◦δC = δTC ◦δC , which is one of the two axioms which must hold
for (TC, δC) to be a T -comodule. Again by definition of a comonad we must have
εT ◦ δ = 1T , which shows that εTC ◦ δC = idTC , i.e., that the second axiom holds.
So (TC, δC) is indeed a T -comodule, and T (ϕ) is a morphism of T -comodules by
naturality of δ : T ⇒ T ◦ T .
The natural bijection

f : C (V (C, ξ), C ′)→ Comod(T )((C, ξ), (TC ′, δC′))

is given by f(α) = T (α) ◦ ξ with inverse given by f−1(β) = εC′ ◦ β. These are
indeed mutually inverse: for any α : C → C ′ the equalities

f−1(f(α)) = εC′ ◦ T (α) ◦ ξ
= α ◦ εC ◦ ξ
= α

hold, by naturality of ε and because (C, ξ) is a T -comodule respectively. For any
β : (C, ξ)→ (TC ′, δC′) we have

f(f−1(β)) = ◦T (εC′ ◦ β) ◦ ξ
= T (εC′) ◦ T (β) ◦ ξ
= T (εC′) ◦ δC ◦ β
= β

since β is a morphism of T -comodules and because Tε ◦ δ = 1T . One can easily
check that this bijection is natural in (C, ξ) and C ′. �

In the previous proposition we have seen that for any comonad (T, δ, ε) on C
we have an associated adjoint pair V a W : Comod(T ) → C . The next proposi-
tion concerns the converse situation. It gives a construction for a comonad on C
associated to a given adjoint pair F a G : B → C .

Proposition 2.4.5. Let F : B → C be left adjoint to G : C → B, with unit
η : id⇒ GF and counit ε : FG⇒ id. Then (FG,FηG, ε) is a comonad on C .

Proof. The pasted composite of the diagram

·
G
// ·

UUUUUU
F **

iiiiii G

44
id

((�� ��
�� η ·

UUUUUU
F **

iiiiii G

44
id

((�� ��
�� η ·

F
// ·

can be computed in two ways, either as the vertical composite

·
◦

G
// ·

id
((�� ��

�� ηUUUUUU
F **

iiiiii G

44 ·
id

(( ·
F
// ·

·
G
// ·

UUUUUU
F **

iiiiii G

44 ·
id

((�� ��
�� ηUUUUUU

F **
iiiiii G

44 ·
F
// ·

or as the vertical composite

·
◦

G
// ·

id
(( ·

id
((�� ��

�� ηUUUUUU
F **

iiiiii G

44 ·
F
// ·

·
G
// ·

id
((�� ��

�� ηUUUUUU
F **

iiiiii G

44 ·
UUUUUU

F **
iiiiii G

44 ·
F
// ·.
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Since the pasting composite is well-defined it follows that these two vertical compos-
ites are equal, i.e., that FGFηG◦FηG = FηGFG◦FηG. The triangular identities
for the adjunction yield the equalities

· G // ·
F ''PPPPPP

id
))�� ��

�� η · F // ·
· G

77nnnnnn
==

id

'' ''
�� ε

= ·
FG

%%

FG

99
�� ��
�� 1 ·

and

·
33

id

�� ���� ε

G // ·
F ''PPPPPP

id
))�� ��

�� η · F // ·
· G

77nnnnnn
= ·

FG
%%

FG

99
�� ��
�� 1 ·,

hence that εFG ◦ FηG = 1FG and FGε ◦ FηG = 1FG. �

Proposition 2.4.6. Let F : B → C be left adjoint to G : C → B, with unit
η : id⇒ GF and counit ε : FG⇒ id. Then there is a comparison functor J : B →
Comod(FG) (where FG is endowed with the structure of a comonad as in propo-
sition 2.4.5) which sends an object B of B to the FG-comodule (FB,FηB) and a
morphism ϕ : B → B′ to F (ϕ).

Proof. We only have to show that J(B) = (FB,FηB) is a FG-comodule and that
F (ϕ) is a morphism of FG-comodules. We have

(FηG)FB ◦ FηB = F (ηGFB ◦ ηB)

= F (GF (ηB) ◦ ηB)

by naturality of η, and a triangular identity shows that

εFB ◦ FηB = idFB ,

so (FB,FηB) really is a FG-comodule. For any ϕ : B → B′ we have FGF (ϕ) ◦
FηB = FηB ◦F (ϕ) by naturality of η : id⇒ GF , which shows that F (ϕ) is indeed
a morphism of FG-comodules. Functoriality of J follows immediately from the fact
that F is a functor. �

It turns out that there is a nice characterization of the adjunctions F a G : B →
C for which the functor J : B → Comod(FG) from proposition 2.4.6 is an equiva-
lence of categories. This will be useful when we consider the recognition problem.

Definition 2.4.4. A functor F : B → C with a right adjoint G : C → B is called
comonadic if the comparison functor J : B → Comod(FG) from proposition 2.4.6
is an equivalence of categories.

Definition 2.4.5. The diagram

E
s // A

u //
v
//

=<?>
p

��
B
=<?>

q

��

in a category C is called a split equalizer or contractible equalizer if us = vs,
ps = idE , qu = idA and qv = sp.

Remark 2.4.7. If

E
s // A

u //
v
//

EDGF
p

��
B
EDGF

q

��

is a split equalizer, s is the equalizer of u and v.
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Proof. We have to check that for any morphism a : X → A with ua = va, there is
a unique b : X → E with a = sb. If there is such a morphism, we must haveb =
idE ◦B = psb = pa, hence it remains to check that s(pa) = a. But we have

s(pa) = qva = qua = idA ◦a = a,

which concludes the proof. �

Theorem 2.4.8. A functor F : B → C with left adjoint G : C → B is comonadic
if and only if the following holds:

i) The functor F reflects isomorphisms, that is, a morphism f in B is an iso-
morphism whenever Ff is an isomorphism in C .

ii) If f, g : A→ B is a pair of morphisms in B for which there is a split equalizer

E
s // FA

Ff //
Fg
//

EDGF
p

��
FB
EDGF

q

��

in C , then f and g have an equalizer in B which is preserved by F .

Proof. This is the dual result of Beck’s monadicity theorem. There are many
proofs of this theorem in the literature, for example in [BW05], theorem 3.14,
or in [Bor94b], theorem 4.4.4. �

We will later use the following special case of this result.

Corollary 2.4.9. Let F : B → C be a left adjoint. If
(a) F reflects isomorphisms,
(b) the category B has equalizers and
(c) the functor F preserves equalizers,
then F is comonadic.

2.5. The comodule functor has a left adjoint.

Proposition 2.5.1. If ω : A → ModcR is an R-linear functor, the associated
functor ω̃ : ModR → [A op,ModR] (see definition 1.5.1) is cocontinuous.

Proof. Since colimits in [A op,ModR] are computed pointwise, it is sufficient to
show that for any object A ∈ A , the functor [ω(A),−] : ModR →ModR is cocon-
tinuous. But ω(A) is by assumption a Cauchy module, i.e., finitely generated and
projective, hence this functor is naturally isomorphic to ω(A)∨⊗− = [ω(A), R]⊗−,
which is indeed cocontinuous. �

Corollary 2.5.2. For any essentially small R-linear category A and any R-linear
functor ω : A → ModcR, the comonad LanY ω ◦ ω̃ on ModR associated to the
adjunction

LanY ω a ω̃ : [A op,ModR] −→ModR
(see proposition 1.5.3 and proposition 2.4.5) is cocontinuous.

Proof. This follows immediately from proposition 2.5.1 because LanY ω, as a left
adjoint, is cocontinuous. �

From now on we fix an R-linear functor ω : A →ModcR, where A is an essen-
tially small R-linear category, and we abbreviate LanY ω as Lω.

Proposition 2.5.3. Let F : ModR →ModR be an R-linear functor. The map

(Φ0)F : Nat(Lωω̃, F )→ Nat(Lω, FLω)
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given by

Lω
))SSSSSSω̃ 55kkkkkk 66

F

�� ��
�� ϕ 7−→

Lω
))SSSSSS
id

((�� ��
�� η

Lω //

ω̃

55kkkkkk
==

F

%% %%
�� ϕ

is inverse to

L(ω)
))SSSSSS
Lω

((�� ��
�� ψ

F

55kkkkkk
7−→

ω̃ //
55

id

�� ���� ε
Lω
))SSSSSS
Lω

((�� ��
�� ψ

.
F

55kkkkkk

Moreover, the (Φ0)F are natural in F .

Proof. The above assignments are mutually inverse since the triangular identities
hold for η and ε (see proposition 1.5.3), and for any α : F ⇒ F ′ we have

(Φ0)F ′(α ◦ ϕ) = (α ◦ ϕ)Lω ◦ Lωη = αLω ◦ ϕLω ◦ Lωη = αLω ◦ (Φ0)F (ϕ),

which shows that the (Φ0)F are natural in F . �

Proposition 2.5.4. Let F : ModR →ModR be a cocontinuous R-linear functor.
Then the map

ΦF : Nat(Lωω̃, F ) −→ Nat(ω, Fω)

given by

Lω
))SSSSSSω̃ 55kkkkkk 66

F

�� ��
�� ϕ 7−→ Y //

77
ω

�� ���� α−1ω

ω

$$

�� ��
�� αω

Lω
))SSSSSS

id
((�� ��

�� η
Lω //

ω̃

55kkkkkk
@@

F

%% %%
�� ϕ

is a natural bijection.

Proof. The morphism ΦF is equal to the composite

Nat(Lωω̃, F )
(Φ0)F // Nat(Lω, FLω)

−Y // Nat(LωY, FLωY )

Nat(αω,Fα
−1
ω )

// Nat(ω, FLωY )

where −Y stands for whiskering with Y (see definition 1.3.1) and Nat(αω, Fα−1
ω )

sends β to Fα−1
ω ◦ β ◦ αω. The map (Φ0)F is an bijection by proposition 2.5.3,

whiskering by Y gives a bijection since Y is dense and the involved functors are
cocontinuous by assumption (see proposition 1.6.1 and proposition 1.6.4). Finally,
Nat(α−1

ω , Fαω) is inverse to Nat(αω, Fα−1
ω ). Naturality in F follows immediately

from the fact that pasting composites are well-defined. �

Lemma 2.5.5. Let (T, δT , εT ) : ModR → ModR be a cocontinuous R-linear
comonad, and let ϕ : Lωω̃ ⇒ T be a natural transformation. Then ϕ is a mor-
phism of comonads

(Lωω̃, Lωηω̃, ε)→ (T, δT , εT )

if and only if for every object A ∈ A , the pair (ω(A),ΦT (ϕ)A) is a T -comodule.

Proof. In order to increase readability we use single arrows when forming commu-
tative diagrams of natural transformations. Since T is fixed we write Φ and Φ0

for the morphisms ΦT and (Φ0)T from proposition 2.5.4 and proposition 2.5.3 re-
spectively. First note that (Lωω̃, Lωηω̃, ε) really is a comonad by proposition 2.4.5,
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and by definition 2.4.2, the pair (ω(A),Φ(ϕ)A) is a T -comodule if and only if the
diagrams

ω(A)

Φ(ϕ)A

��

Φ(ϕ)A // Tω(A)

δTω(A)

��
Tω(A)

TΦ(ϕ)A

// TTω(A)

and

ω(A)

id ##HHHHHHHHH
Φ(ϕ)A // Tω(A)

εTω(A)

��
ω(A)

are commutative. We prove the lemma in two steps. First we show that the left
diagram is commutative for every A ∈ A if and only if ϕ is compatible with the
comultiplications (i.e., if and only if ϕ ∗ϕ ◦Lωηω̃ = δT ◦ϕ), and in the second step
we will see that the right diagram is commutative if and only if εT ◦ ϕ = ε.
The left diagram above is commutative for every A ∈ A if and only if the inner
square of the diagram of natural transformations

LωY

(2)

(1)

Φ0(ϕ)Y

��

α−1

##GGGGGGGGG
Φ0(ϕ)Y // TLω

(3) δTLωY

��

ω

Φ(ϕ)

��

Φ(ϕ) // Tω

Tα
99ttttttttt

δTω

��

(4)

Tω
TΦ(ϕ)

// TTω
TTα

%%JJJJJJJJJ

TLωY

Tα

;;wwwwwwwww

TΦ0(ϕ)Y
// TTLωY

is commutative. The parts (1), (2) and (4) are commutative by definition of Φ
(see proposition 2.5.4), and part (3) is commutative since the two composites give
precisely the two ways to compute the horizontal composite δT ∗ α (see proposi-
tion 1.3.1). Since α is an isomorphism it follows that commutativity of the inner
square is equivalent to commutativity of the outer square. Since Y is dense and
because Lω, T are cocontinuous, it follows by proposition 1.6.4 that commutativity
of the outer square is equivalent to commutativity of

Lω
Φ0(ϕ) //

Φ0(ϕ)

��

TLω

δTLω
��

TLω
TΦ0(ϕ)

// TTLω,

i.e., to the equality

Lω

&&NNNNNN
id ++(( ((
��
η

Lω

// �� ��
�� δT

�� ��
�� ϕT //

T &&NNNNNN
ω̃ 88pppppp

T

88pppppp

=
Lω

))SSSSSS
id

((�� ��
�� η Lω

))SSSSSS
id

((�� ��
�� η Lω

))SSSSSS
ω̃

55kkkkkk 66
T

�� ��
�� ϕ ω̃

55kkkkkk 66
T

�� ��
�� ϕ

of pasted composites. Applying the bijection (Φ0)−1
TT (see proposition 2.5.3) we find

that this equality holds if and only if the equality

Lω

&&NNNNNN

�� ��
�� δT

�� ��
�� ϕT //

T &&NNNNNN
ω̃ 88pppppp

T

88pppppp
=

Lω
))SSSSSS
id

((�� ��
�� η Lω

))SSSSSS
ω̃

55kkkkkk 66
T

�� ��
�� ϕ ω̃

55kkkkkk 66
T

�� ��
�� ϕ
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holds, that is, if and only if δT ◦ ϕ = ϕ ∗ ϕ ◦ Lωηω̃, as claimed.
It remains to show that the diagram

ω(A)

id ##HHHHHHHHH
Φ(ϕ)A // Tω(A)

εTω(A)

��
ω(A)

is commutative for every A ∈ A if and only if εT ◦ ϕ = ε. The above diagram is
commutative if and only if the inner triangle of the diagram

TLωY

εTLωY

""EEEEEEEEEEEEEEEEEEE

Tω

Tα

OO

εTω

""FFFFFFFFF

LωY

Φ0(ϕ)Y

<<yyyyyyyyyyyyyyyyyyy

@A BC
1LωY

OO
α−1
// ω

Φ(ϕ)
<<xxxxxxxxx
1ω

// ω
α
// LωY

of natural transformations is commutative. This is clearly equivalent to commu-
tativity of the outer triangle, and density of Y implies that the outer triangle
commutes if and only if

TLω
εTLω

""DDDDDDDD

Lω

Φ0(ϕ)
<<zzzzzzzz

1Lω

// Lω

is commutative. By definition of Φ0 this diagram commutes if and only if the
equality

Lω

&&NNNNNN
id ++(( ((
��
η

Lω

// ==

id

�� ��
�� εT

�� ��
�� ϕT //

ω̃ 88pppppp =
Lω
  

Lω

>>
�� ��
�� 1

between pasted composites holds. Applying the bijection (Φ0)−1
idModR

we find that
this equality holds if and only if

Lω

&&NNNNNN

==

id

�� ��
�� εT

�� ��
�� ϕT //

ω̃ 88pppppp
=

jjjjjj
ω̃ 44

TTTTTT Lω
**�� ��

�� ε 66
id

that is, if and only if εT ◦ ϕ = ε. �

Proposition 2.5.6. We use the notation of definition 2.4.3. The map

Φ̂T : CCR(Lωω̃, T )→ catR /ModcR
(
(A , ω), (Comodc(T ), VT )

)
which sends a morphism of comonads ϕ : Lωω̃ ⇒ T to the functor F : (A , ω) →
(Comodc(T ), VT ) given by F (A) = (ω(A),ΦT (ϕ)A) and Ff = ω(f) is a bijec-
tion. Moreover, this bijection is natural in T . In other words, the assignment
(A , ω) 7→ Lωω̃ uniquely extends to a left adjoint for the comodule functor (see
definition 2.4.3). We denote this adjunction by

E(−) a Comodc(−) : catR /ModcR −→ CCR .
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We write N = N(A,ω) : (A , ω)→ (Comodc(Lωω̃), VLωω̃) and νT : E(Comodc(T ),VT ) ⇒
T for the unit and the counit of this adjunction.

Proof. This is follows from the observation that giving an R-linear functor F : A →
Comodc(T ) with VT ◦ F = ω is equivalent to giving a natural transformation
ρ : ω ⇒ Tω such that (ω(A), ρA) is a T -comodule. Indeed, if ρ is such a natu-
ral transformation, we let G(ρ) be the functor A → Comodc(T ) which sends A to
(ω(A), ρA) and f : A→ A′ to ω(f). The fact that G(ρ) is a well-defined functor fol-
lows by naturality of ρ, and we clearly have VTG(ρ) = ω. Conversely, given a functor
F : A → Comodc(T ) with VTF = ω, for every A ∈ A there is a module F0A and a
homomorphism ξ(F )A : F0A→ TF0A such that FA = (F0A, ξ(F )A). We find that
F0A = VTFA = ω(A) and, for any morphism f : A→ A′, Ff = VTFf = ω(f). By
assumption, Ff = ω(f) is a morphism of comodules, which shows that the ξ(F )A
are natural in A. Moreover, we have G(ξ(F )) = F and ξ(G(ρ)) = ρ, hence the map

Φ̂T = G ◦ ΦT : CCR(Lωω̃, T )→ catR /ModcR
(
(A , ω), (Comodc(T ), VT )

)
is a bijection, and naturality in T follows directly from the definition of the comodule
functor (see definition 2.4.3) and of ΦT (see proposition 2.5.4). �

Definition 2.5.1. We denote the composite

CE(−) a Comodc(T(−)) : catR /ModcR → CoalgR

of the adjunction C a T from proposition 2.2.6 with the adjunction E(−) a
Comodc(−) from proposition 2.5.6 by

E(−) a Comodc(T(−)) = Comodc(−) : catR /ModcR −→ CoalgR .

Using notations from the propositions 2.2.6 and 2.5.6, the unit and counit of E(−) a
Comodc(−) are given by the composites

E(−)
))SSSSSS

id

''
�� ��
�� N

C ))SSSSSS
id

((�� ��
�� π Comodc(−)

55kkkkkk

T

55kkkkkk

and
E(−)

))SSSSSSComodc(−) 55kkkkkk

id

66
�� ��
�� ν C

))SSSSSST 55kkkkkk 77

id

�� ��
�� β

respectively.

Proposition 2.5.7. Let A be a small R-linear category and let ω : A →ModcR be
an R-linear functor. Then the unit N : (A , ω)→ Comodc(E(A ,ω)) of the adjunction
E(−) a Comodc(−) from proposition 2.5.6 is naturally isomorphic to the composite

A
Y // [A op,ModR] J // Comod(Lωω̃),

where J denotes the comparison functor associated to the adjunction Lω a ω̃ (see
proposition 2.4.6). Consequently, the unit of the adjunction E(−) a Comodc(−)
(see definition 2.5.1) is naturally isomorphic to the composite

A
Y // [A op,ModR] J // Comod(Lωω̃)

Comod(πLωω̃)// Comod(C(Lωω̃)).
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Proof. The second statement follows directly from the first, so it suffices to con-
struct a natural isomorphism N ∼= JY . Recall that JY sends an object A ∈
A to (LωY (A), LωηY (A)) and N sends A to (ω(A),Φ(1Lωω̃)A). We claim that
αA : ω(A) → LωY (A) gives the desired isomorphism. First we have to check that
αA is a morphism of Lωω̃-comodules. This follows since Φ(1Lωω̃)A is given by the
composite Lωω̃α−1

A ◦ LωηY (A) ◦ αA (see proposition 2.5.4), which shows that the
diagram

ω(A)
αA //

Φ(1Lωω̃)A

��

LωY (A)

LωηY (A)

��
Lωω̃ω(A)

Lωω̃αA

// Lωω̃LωY (A)

is commutative, i.e., that αA really is a morphism N(A) → JY (A). This gives a
natural isomorphism N ⇒ JY because α : ω ⇒ LωY is a natural isomorphism. �

2.6. Reconstruction of coalgebras. The goal of this section is to give a necessary
and sufficient condition for the counit of the adjunction E(−) a Comodc(−) from
definition 2.5.1 to be an isomorphism. In order to do this we have to find a suit-
able description of this counit, hence we fix some notation first. Let T : ModR →
ModR be a cocontinuous R-linear comonad. We write A for the full subcategory
Comodc(T ) of Cauchy T -comodules. We denote the unit and counit of the adjunc-
tion VT ` WT by ηT and εT respectively. We denote the inclusion functor A →
Comodc(T ) by K, and we let ω : A →ModR be the composite VT ◦K. By propo-
sition 1.5.3, the functors K and ω induce adjunctions LK a K̃ : [A op,ModR]→ C
and Lω a ω̃ : [A op,ModR] → ModR. We denote their units and counits by ηK ,
εK and ηω, εω respectively. The situation can be summarized in the diagram

A

ω
$$JJJJJJJJJJ

K // Comod(T )
K̃

//

V

��

[A op,ModR].
LKoo

Lωwwnnnnnnnnnnnn

ModR

W

OO
ω̃

77nnnnnnnnnnnn

Furthermore, we let αK : K ⇒ LKY and αω : ω ⇒ LωY be the natural isomor-
phisms from proposition 1.5.4. By proposition 1.6.4 and proposition 1.6.1 there is
a unique natural isomorphism σ : Lω ⇒ VTLK such that

σY =
Lω

��???????
�� ��
�� α
−1
ω

Y
11

K
**�� ��

�� αKOOOOOOO
Y ''

ooooooo LK

77
VT

// .

Recall that the natural transformations

LK
))SSSSSS

id

''
�� ��
�� η
K

VT
))SSSSSS

id
((�� ��

�� η
T

K̃

55kkkkkk

WT

55kkkkkk

and
LK
))SSSSSSK̃ 55kkkkkk

id

66
�� ��
�� εK VT

))SSSSSSWT 55kkkkkk 77

id

�� ��
�� εT
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give the unit and counit of the adjunction VTLK a K̃WT : [A op,ModR]→ModR.
We let τ : ω̃ ⇒ K̃WT be the mate of σ−1 : VTLK ⇒ Lω under the adjunctions
Lω a ω̃ and VTLK a K̃WT (see proposition 1.3.2).

Proposition 2.6.1. The T -component νT of the counit ν of the adjunction E(−) a
Comodc(−) from proposition 2.5.6 is given by

χ :=
WT

))SSSSSS
ω̃

((�� ��
�� τ LK

))SSSSSS
Lω

((�� ��
�� σ

.

K̃

55kkkkkk 66
id

�� ��
�� εK VT

55kkkkkk

Proof. We use the notation introduced at the beginning of this section. We have
to check that the bijection Φ̂ defined in proposition 2.5.6 sends χ to the identity
functor of (Comodc(T ), VT ), i.e., to id(A ,ω) with the above notation. In order to do
this we first have to compute ΦT (χ). Since τ is the mate of σ−1, proposition 1.3.3
implies that the natural transformation

ζ :=
Y //

id

��

�� ��
�� η
ω

Lω

//
WT

))SSSSSS
ω̃

((�� ��
�� τ LK

))SSSSSS
Lω

((�� ��
�� σ

K̃

55kkkkkk 66
id

�� ��
�� εK VT

55kkkkkk

is equal to the pasted composite of

Y //

77
Lω

����� σ−1

LK
))SSSSSS

id

''
�� ��
�� η
K

LK
))SSSSSS
Lω

((�� ��
�� σ

VT
))SSSSSS

id
((�� ��

�� η
T

K̃

55kkkkkk 66
id

�� ��
�� εK VT

55kkkkkk

WT

55kkkkkk

which in turn is equal to

Y //

77
Lω

����� σ−1

LK
))SSSSSS

id

'' LK
))SSSSSS
Lω

((�� ��
�� σ

VT
))SSSSSS

id
((�� ��

�� η
T 66

id

VT

55kkkkkk

WT

55kkkkkk

because the triangular identities hold for ηK and εK . This last natural transforma-
tion is obviously equal to the pasted composite of

Y //

77
Lω

����� σ−1

LK
))SSSSSS

id

''
�� ��
�� σ ,

VT
))SSSSSS

id
((�� ��

�� η
T VT

55kkkkkk

WT

55kkkkkk
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and by definition of σ it follows that this, and therefore ζ, is equal to

Lω

""

�� ��
��α−1ω

�� ��
�� αω

Y

55

Y
))

Y //

K

��
�� ��
�� αK

@@

K

�� ��
�� α
−1
K

LK // VT
))SSSSSS
id

((�� ��
�� η

T

VT

// .
WT

55kkkkkk

Lω

@@��������

Since ΦT (χ) = VTWTα
−1
ω ◦ ζ ◦ αω (see proposition 2.5.4 and the definition of ζ

above), we find that ΦT (χ) is equal to the natural transformation

K //
VT

))SSSSSS
id

((�� ��
�� η

T
VT // .

WT

55kkkkkk

By proposition 2.5.6 it follows that Φ̂(νT ) is the functor A → A = Comodc(T )
which sends an object A = (M, ξ) of A to (M,ηT(M,ξ)) and a morphism f : (M, ξ)→
(M ′, ξ′) to ω(f) = f . But ηT(M,ξ) = ξ by proposition 2.4.4, which shows that Φ̂(χ)
is indeed the identity functor A → A . �

Definition 2.6.1. Let (C, δ, ε) be a coalgebra. The category of Cauchy comodules
over C is the category with objects the pairs (M,ϕ) of a Cauchy comodule M to-
gether with a morphism of C-comodules ϕ : (M,ρM )→ (C, δ), and with morphisms
(M,ϕ)→ (M ′, ϕ′) the morphisms of Comodules ψ which make the diagram

(M,ρ)

ϕ
$$HHHHHHHHH
ψ // (M ′, ρ′)

ϕ′zzuuuuuuuuu

(C, δ)

commutative. We write D for this category, and we let DC : D → Comod(C)
be the functor which sends (M,ϕ) to M and a morphism of D to itself. The
functor DC is called the diagram of Cauchy comodules over C. Finally, we let
κ(M,ϕ) = ϕ : DC(M,ϕ) = M → C. The κ(M,ϕ) constitute a cocone on DC , called
the canonical cocone on DC .

Remark 2.6.2. With the notation introduced in definition 1.6.2 and at the beginning
of this section we have D = (K ↓ (C, δ)).

Proposition 2.6.3. Let (C, δ, ε) be a coalgebra. Then the canonical cocone(
(C, δ), (κ(M,ϕ))(M,ϕ)∈D

)
on the diagram DC of Cauchy comodules over C exhibits C as colimit of DC if and
only if the cocone (

C, (ϕ)(M,ϕ)∈D

)
exhibits the module C as colimit of V DC : D →ModR, where V : Comod(C) →
ModR denotes the forgetful functor.

Proof. This follows directly from the fact that V reflects colimits (see proposi-
tion 2.3.2). �

Definition 2.6.2. Let (C, δ, ε) be a coalgebra. We say that C has enough Cauchy
comodules if the following holds:
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For every C-comodule M and every element m ∈ M there is a
Cauchy comodule M̃ and a morphism of comodules ϕ : M̃ → M
such that the image of ϕ contains the element m.

Proposition 2.6.4. Let (C, δ, ε) be a coalgebra. If

i) C is a Cauchy module, or
ii) if C is flat and has enough Cauchy comodules (see definition 2.6.2),

then the canonical cocone on the diagram DC of Cauchy comodules over C exhibits
(C, δ) as the colimit of DC .

Proof. If C is a Cauchy module, then (C, id) is a terminal object of D , and the
claim i) follows immediately from this fact. To see ii) we use proposition 2.6.3, i.e.,
we show that (

C, (ϕ)(M,ϕ)∈D

)
is a colimit of V DC : D →ModR. To see this, we let(

N, (λ(M,ϕ))(M,ϕ)∈D

)
be a cocone on V DC . We construct a homomorphism γ : C → N as follows: For any
c ∈ C we choose a Cauchy module M and a morphism ϕ : M → C together with an
element m ∈ M with ϕ(m) = c, and we let γ(c) = λ(M,ϕ)(m). We claim that this
is a well-defined homomorphism of R-modules. To see this, we let ϕi : Mi → C,
i = 0, 1, be two morphisms of C-comodules, together with a elements mi ∈ Mi

such that ϕi(mi) = c for i = 0, 1. Since C is flat, the pullback E of ϕ0 and ϕ1 in
Comod(C) is computed as in ModR (see proposition 2.3.3). By assumption we
have (m0,m1) ∈ E, and because C has enough Cauchy comodules it follows that
there is a Cauchy comodule M and a morphism of comodules ψ : M → E together
with an element m ∈M such that ψ(m) = (m0,m1). Writing ψi for pri ◦ψ we get
morphisms

ψi : (M,ψ)→ (Mi, ϕi),

i = 0, 1, in D . Since λ is a cocone on V DC it follows that

λ(M0,ϕ0)(m0) = λ(M0,ϕ0)ψ0(m) = λ(M,ψ)(m) = λ(M1,ϕ1)ψ1(m) = λ(M1,ϕ1)(m1)

i.e., that γ is well-defined. The fact that γ is a morphism of R-modules is an
immediate consequence of the fact that γ is well-defined. �

Theorem 2.6.5. We use the notation introduced at the beginning of this section.
Let (C, δ, ε) be a coalgebra. The counit morphism E(Comodc(C),V ) → C of the ad-
junction E(−) a Comodc(−) (see definition 2.5.1) is an isomorphism of coalgebras
if and only if the canonical cocone on the diagram DC of Cauchy comodules over
C (see definition 2.6.1) exhibits (C, δ) as colimit of DC .

Proof. By definition 2.5.1, the counit morphism E(Comodc(C),V ) → C is given by
the composite

βC ◦C(νT(C)).

Since βC is an isomorphism and because C is an equivalence (see proposition 2.2.6)
it follows that the counit morphism is an isomorphism if and only if νT(C) is an
isomorphism. By proposition 2.6.1, νT(C) is given by the pasted composite of

WT(C)
))SSSSSS
ω̃

((�� ��
�� τ LK

))SSSSSS
Lω

((�� ��
�� σ

,

K̃

55kkkkkk 66
id

�� ��
�� εK VT(C)

55kkkkkk
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where we use the notation introduced at the beginning of this section. By corol-
lary 1.4.4, this is an isomorphism if and only if its R-component

(νT(C))R = VT(C)(εKWT(C)(R)) ◦ VT(C)LKτR ◦ σω̃R
is an isomorphism. Since τ and σ are isomorphisms and because VT(C) reflects
isomorphisms, this is equivalent to the fact that εKWT(C)(R) is an isomorphism. By
definition we have equalities of T(C)-comodules

WT(C)(R) = (T(C)(R), δT(C)
R ) = (C ⊗R, δ ⊗R)

(see proposition 2.4.4 and proposition 2.2.6 respectively); and rC : (C ⊗ R, δ ⊗
R) → (C, δ) clearly is an isomorphism of T(C)-comodules. By naturality of εK it
follows that εKWT(C)(R) is an isomorphism if and only if εK(C,δ) is an isomorphism.
By proposition 1.6.6, this is equivalent to the fact that the canonical cocone on
D(C,δ) : (K ↓ (C, δ)) exhibits (C, δ) as colimit of D(C,δ). With the notation of
definition 2.6.1, this is equivalent to the fact that the canonical cocone on the
diagram DC of Cauchy comodules over C exhibits (C, δ) as colimit of DC : D →
Comod(C). �

Corollary 2.6.6. Let (C, δ, ε) be a coalgebra. The counit morphism

E(Comodc(C),V ) → C

of the adjunction E(−) a Comodc(−) (see definition 2.5.1) is an isomorphism of
coalgebras if and only if the cocone ϕ : M → C on V DC (cf. proposition 2.6.3)
exhibits C as colimit of V DC : D →ModR.

Proof. This follows from theorem 2.6.5 and proposition 2.6.3. �

Corollary 2.6.7. Let (C, δ, ε) be a coalgebra. If the inclusion functor

K : Comodc(C)→ Comod(C)

is dense, then the counit morphism E(Comodc(C),V ) → C of the adjunction E(−) a
Comodc(−) (see definition 2.5.1) is an isomorphism of coalgebras.

Proof. This follows from theorem 2.6.5 and proposition 1.6.6. �

Proposition 2.6.8. If R is a Noetherian hereditary ring, then every flat coalgebra
(C, δ, ε) has enough Cauchy comodules.

Proof. Let (M,ρM ) be a C-comodule and let m ∈ M . Then there are elements
c1, . . . , ck ∈ C and elements n1, . . . , nk ∈ N such that ρM (m) =

∑k
i=1 ci ⊗ ni. Let

ϕ : Rk →M be the morphism which sends ei to ni. Then C⊗ϕ : C⊗Rk → C⊗M
sends the element x =

∑k
i=1 ci ⊗ ei to

∑k
i=1 ci ⊗ ni, so (m,x) ∈ E = {(a, b) ∈

M ⊕ (C ⊗Rk); ρM (a) = C ⊗ϕ(b)}, the pullback of M along C ⊗ϕ. Since C is flat,
there is a unique coaction ρE : E → C ⊗ E such that the diagram

E
pr
C⊗Rk//

prM

��

C ⊗Rk

C⊗ϕ
��

M
ρM // C ⊗M

becomes a pullback diagram in the category of C-comodules (see proposition 2.3.3).
Let E0 be a finitely generated subcomodule of E which contains (m,x) (such a sub-
comodule exists by proposition 2.3.5). Then m lies in the image of prM restricted
to E0, and we are done if we can show that E0 is in fact projective. But the
morphism prRk⊗C : E → Rk ⊗C is a monomorphism as pullback of the monomor-
phism ρM , hence E0 is (up to isomorphism) a finitely presented submodule of the
flat R-module Rk ⊗ C. Since R is hereditary it follows that E0 is projective. �
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Corollary 2.6.9. Let R be a noetherian hereditary ring, and let (C, δ, ε) be a flat
R-coalgebra. Then the counit morphism E(Comodc(C),V ) → C of the adjunction
E(−) a Comodc(−) (see definition 2.5.1) is an isomorphism of coalgebras.

Proof. This follows from proposition 2.6.4 and theorem 2.6.5. �

In the entire section we rarely used properties of the category ModR besides
the fact that it is a complete cocomplete symmetric monoidal closed category. For
an arbitrary complete cocomplete symmetric monoidal closed category V we write
V c for the full subcategory of the Cauchy objects, i.e., the objects of V which have
duals, and we use the notation from [Kel82]. In order to define a comodule functor

Comodc(−) : Comon(V )→ V - cat /V c

as in definition 2.4.3, we must assume that the category V c is small.

Open question. Under which conditions on V do the above results generalize?
More precisely, is there a left adjoint

E : V - cat /V c → Comon(V )

to the comodule functor? If such an adjoint exists, is the counit an isomorphism if
and only if the canonical morphisms

Comod(C)(KA,C)⊗KA→ C

exhibit C as coend of the functor

Comod(C)(K−, C)⊗K− : Comodc(C)op ⊗ Comodc(C)→ V ?

As far as I can see, there are no requirements besides smallness of V c.

3. The recognition problem

3.1. Overview. The goal of this chapter is to give a sufficient condition for the
unit

(A , ω)→ Comod(E(A ,ω))
of the adjunction E(−) a Comodc(−) (see definition 2.5.1) to be an equivalence of
categories. Proposition 2.5.7 implies that this functor is an equivalence if and only
if the composite

A
Y // [A op,ModR] J // Comod(Lωω̃),

gives an equivalence between A and Comodc(Lωω̃), where J denotes the compar-
ison functor of the adjunction Lω a ω̃ (see proposition 2.4.6). Since the Yoneda
embedding is fully faithful, comonadicity of Lω a ω̃ would imply that the compar-
ison functor is fully faithful. However, this is not to be expected in the general
situation, because the category Comod(C) is usually not equivalent to a category
of R-linear functors. Hence we first have to analyze the situation where (A , ω)
is equal to (Comodc(T ), VT ) more carefully. Writing K : A → Comod(T ) for the
inclusion functor, this situation is summarized by the diagram

A

ω
$$JJJJJJJJJJ

K // Comod(T )
K̃

//

V

��

[A op,ModR].
LKoo

Lωwwnnnnnnnnnnnn

ModR

W

OO
ω̃

77nnnnnnnnnnnn

Under the additional assumption that K is dense we find that Comod(T ) is a
reflective subcategory of [A op,ModR], and that the comonads Lωω̃ and VTWT are
isomorphic (cf. proposition 2.6.1). Moreover, it follows directly from definition 1.5.1
that K̃ ◦K = Y . This suggests that we adopt the following strategy:
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(a) Find conditions for ω : A → ModcR which imply the existence of a reflective
subcategory C of [A op,ModR], together with a comonadic adjunction V a
W : C →ModR such that the comonad VW is isomorphic to Lωω̃, and

(b) find conditions for ω which imply that the Yoneda embedding

Y : A → [A op,ModR]

factors through the embedding C → [A op,ModR] from (a).

In order to do this we need some background material on locally presentable
and accessible categories, which we summarize in section 3.2 and section 3.3.
We then state the sufficient conditions for ω : A → ModcR to be of the form
VT : Comodc(T )→ModcR for some cocontinuous comonad T in section 3.4.

3.2. Locally presentable and accessible categories. This is a summary of the
terminology and of certain results found in [AR94].

Definition 3.2.1. An infinite cardinal λ is called regular if it can not be written
as a union ⋃

i∈I
λi

such that each λi has cardinality less than λ and |I| < λ

For example, ℵ0 = ω, the first infinite cardinal, is regular; for an infinite set can
not be written as a finite union of finite sets. More importantly, there are enough
regular cardinals, meaning that for any cardinal α there is a regular cardinal λ ≥ α
(see e.g. [Cam99]).

Definition 3.2.2. A category D is called λ-filtered (λ a regular cardinal) if

i) it is non-empty,
ii) for any family (Di)i∈I of objects in D , if |I| < λ, there exists an object D and

morphisms fi : Di → D, and
iii) for any family (gi : D0 → D1)i∈I , if |I| < λ, there exists an object D and a

morphism g : D1 → D such that g ◦ gi = g ◦ gj for all i, j ∈ I.

Definition 3.2.3. An object C of a category C is called λ-presentable (λ a regular
cardinal) if the functor C (C,−) : C → Set preserves λ-filtered colimits.

Definition 3.2.4. Let λ be a regular cardinal. A colimit colimi∈D Di is called
λ-small if D has less than λ morphisms.

Proposition 3.2.1. A λ-small colimit of λ-presentable objects is λ-presentable.

Proof. See [AR94], proposition 1.16. �

Definition 3.2.5. A category C is called λ-accessible, where λ is a regular cardinal,
if

i) it has λ-filtered colimits, and
ii) there is a set A of λ-presentable objects of C such that each object of C can

be written as a λ-filtered colimit of objects from A .

The category C is called locally λ-presentable if it is λ-accessible and cocomplete.
A category is called accessible (resp. locally presentable) if there exists a regular
cardinal λ such that C is λ-accessible (resp. locally λ-presentable).

Proposition 3.2.2. Let S be a set of objects of a locally presentable category C .
Then there exists a regular cardinal µ such that all elements of S are µ-presentable.
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Proof. By assumption there is a regular cardinal λ such that every object C in S
is a λ-filtered colimit C = colimi∈DC Di such that the Di are λ-presentable. Let µ
be a regular cardinal which is bigger than the set of morphisms of the categories
DC , C ∈ S and such that µ ≥ λ. The latter condition ensures that a µ-filtered
diagram is automatically λ-filtered as well, and it follows that all C ∈ S are µ-
small colimits of µ-presentable objects. Thus proposition 3.2.1 shows that all C are
µ-presentable. �

Proposition 3.2.3. For each locally λ-presentable category C , each functor cate-
gory C A (A small) is locally λ-presentable.

Proof. See [AR94], corollary 1.54. �

In order to give examples of finitely presentable categories we will use a charac-
terization involving strong generators.

Definition 3.2.6. An epimorphism p : E → B in a category C is called extremal
if it does not factor through a proper subobject of B, i.e., if p = iq for some
monomorphism i : B′ → B, then i is an isomorphism.
It is called a strong epimorphism if for any monomorphism i : A→ X in C and any
commutative diagram of solid arrows

E

m

��

f // A

i

��
B

>>

g
// X

there exists a dotted arrow such that the diagram is commutative.

Lemma 3.2.4. Any strong epimorphism is extremal.

Proof. If p : E → B is strong, and if p = iq for a monomorphism i : B′ → B, there
exists a morphism j : B → B′ such that the diagram

E

m

��

q // B′

i

��
B

j
>>}}}}}}}

id
// B

is commutative. Thus ij = id, and iji = i. Since i is a monomorphism, the latter
equation implies that ji = id, which shows that i is an isomorphism. �

The following definition is from [Bor94a]; by the previous lemma it follows that
a strong generator in the sense of [Bor94a] is also a strong generator in the sense
of [AR94].

Definition 3.2.7. A set {Gi|i ∈ I} of objects of a cocomplete category C is called
a strong generator if for any C ∈ C the induced morphism∐

ϕ : Gi→C
Gi −→ C

is a strong epimorphism, where the coproduct runs over all morphisms ϕ : Gi → C
for all i ∈ I. In [AR94] it is only required that the induced morphism be an extremal
epimorphism.

Proposition 3.2.5. If the cocomplete category C has finite limits, then a set
{Gi|i ∈ I} is a strong generator if and only if the functors C (Gi,−) : C → Set
collectively reflect isomorphisms.
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Proof. See [Bor94a], proposition 4.5.10. �

Proposition 3.2.6. If a cocomplete category C has a strong generator consisting
of λ-presentable objects, then C is λ-presentable.

Proof. See [AR94], theorem 1.20. �

Corollary 3.2.7. For any small R-linear category A , the category [A ,ModR] of
R-linear functors A →ModR is ω-presentable.

Proof. The category is complete and cocomplete, and the representable functors
form a strong generator consisting of ω-small objects. Indeed, by Yoneda we have
a natural isomorphism [A ,ModR](A (A,−), F ) ∼= FA, and since colimits are com-
puted pointwise it follows that the functors

F 7→ [A ,ModR](A (A,−), F )

preserve ω-filtered colimits (in fact they preserve all colimits). Recall that a nat-
ural transformation α has an inverse if and only if all its components αA are iso-
morphisms. Proposition 3.2.5 and the Yoneda lemma therefore imply that the
representable functors do indeed form a strong generator. �

Definition 3.2.8. A functor F : A → B is called λ-accessible (where λ is a regular
cardinal) if A and B are λ-accessible and F preserves λ-filtered colimits. The
functor F is called accessible if there exists a regular cardinal λ such that F is
λ-accessible.

Definition 3.2.9. A subcategory A of C is called accessibly embedded if it is full
and if there is a regular cardinal λ such that A is closed under λ-filtered colimits
in C .

The following proposition (resp. its corollary) is crucial for our description result.

Proposition 3.2.8. If F : K → L is an accessible functor, and if L1 is an
accessible, accessibly embedded subcategory of L , then F−1(L1) is an accessible,
accessibly embedded subcategory of K , where F−1(L1) denotes the full subcategory
of K consisting of those objects K ∈ K with F (K) lying in L1.

Proof. See [AR94], remark 2.50. �

Corollary 3.2.9. Let A be a small R-linear category and let L : [A ,ModR] →
ModR a cocontinuous functor. Denote by Σ the class of morphisms of [A ,ModR]
which are sent to isomorphisms by L. Then the full subcategory of Mor([A ,ModR])
generated by Σ is an accessible, accessibly embedded subcategory.

Proof. The following argument is from [AR94], section 2.60. Recall that Mor(C )
is the category of morphisms of C , i.e., the category of functors 2→ C , where 2 is
the category with two objects 0,1 and one morphism 0 ≤ 1. By proposition 3.2.3
and corollary 3.2.7 it follows that K = Mor([A ,ModR]) and L = Mor(ModR)
are locally ω-presentable. We write F : K → L for the functor induced by L.
Since colimits in Mor(C ) are computed pointwise whenever C is cocomplete, it fol-
lows that F is cocontinuous. Thus F : K → C is an ω-accessible functor. Writing
L1 = Iso(ModR) for the full subcategory of L generated by the isomorphisms,
we find that the full subcategory of K generated by Σ is precisely F−1(L1). The
result follows if we can show that proposition 3.2.8 can be applied.
Since we already know that F is accessible it suffices to show that Iso(ModR) is
an accessible, accessibly embedded subcategory of Mor(ModR). But the functor
Iso(ModR)→ModR which sends an isomorphism to its domain is an equivalence
of categories, hence Iso(ModR) is accessible; and Iso(ModR) is closed under ar-
bitrary colimits in Mor(ModR), which shows that Iso(ModR) is indeed accessibly
embedded. �
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3.3. Orthogonality and the orthogonal reflection construction.

Definition 3.3.1. Let Σ be a class of morphisms in a category C . An object C of
C is called orthogonal to Σ if for all solid arrow diagrams

A

s

��

a // C

B

??

where s ∈ Σ, there exists a unique dotted arrow making it commutative. The
class of all objects which are orthogonal to Σ is denoted by Σ⊥. We call this the
orthogonality class of Σ.

We fix a locally presentable category C , together with a set Σ of morphisms of
C . By proposition 3.2.2 there is a regular cardinal λ such that all domains and all
codomains of the morphisms in Σ are λ-presentable. For any object X of C we
construct a functor X(−) : λ→ C by transfinite induction:

i) First step: We let X0 = X.
ii) Successor step: If X(−) is defined on the subset {β ∈ λ|β ≤ α} of λ, we let

Xα+1 be the colimit of the diagram

C

p
  AAAAAAAA

q

  AAAAAAAA · · · C ′

p′

~~}}}}}}}}

q′~~}}}}}}}}

A
. . .

s

��

f // Xα

A′

s′

��

f ′

88qqqqqq

B

B′

where B A
soo f //Xα , . . . , B

′ A′
s′oo f ′ //Xα runs over all spans whose

left leg lies in Σ, and the pairs (p, q), . . . , (p′, q′) run over all pairs of morphisms
for which there exists a morphism s ∈ Σ with p◦s = q ◦s. We let iα,α+1 be the
structure morphism from the above diagram, which extends X(−) to a functor
{β ∈ λ|β ≤ α+ 1} → C .

iii) Limit step: If X(−) is defined on {β ∈ λ|β < µ} for some limit ordinal µ ∈ λ,
we let Xµ be the colimit of the functor

X(−) : {β ∈ λ|β < µ} −→ C .

We extend X(−) to a functor {β ∈ λ|β ≤ µ} → C by letting iβ,µ : Xβ → Xµ

be the structure maps of this colimit.

Definition 3.3.2. For any X, the colimit rX of the functor X(−) : λ→ C defined
above is a called the orthogonal reflection of X. We denote the structure morphisms
by iα : Xα → rX, and we let ηX = i0 : X → rX.

Since our definition differs slightly from the one in [AR94] and because the
construction is so important for our description result, we provide a proof of the
following proposition. All the arguments can be found in [AR94], section 1.37.

Proposition 3.3.1. The orthogonal reflection construction has the following prop-
erties:

(1) for any object X of C , the object rX is orthogonal to Σ, and
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(2) if Y is orthogonal to Σ and f : X → Y is any morphism, there is a unique
morphism f : rX → Y such that the diagram

X

f !!CCCCCCCC
ηX // rX

f

��
Y

is commutative.
In other words, the orthogonal reflection construction provides a left adjoint to the
inclusion Σ⊥ → C

Proof. First we show that rX is orthogonal to Σ. So let s : A→ B be any morphism
of Σ, together with a morphism f : A→ rX. Note that λ, considered as a category,
is λ-filtered. It follows that for any λ-presentable object C of C , C (C, rX) is the
colimit of C (C,X(−)) : λ→ Set. Equivalently, this means that
a) any morphism C → rX factors via some iα : Xα → rX, and
b) if iα ◦ a = iα ◦ b for a, b : C → Xα, there exists a β ∈ λ, β ≥ α such that

iα,β ◦ a = iα,β ◦ b.
In particular, there is a morphism g : A → Xα such that f = iα ◦ g. By definition
of X(−) it follows that there is a morphism B → Xα+1 such that the diagram

A

s

��

g // Xα

��

// rX

B // Xα+1

<<xxxxxxxx

is commutative. Indeed, the span B A
soo g //Xα occurs in the defining diagram

of Xα+1, and the structure map B → Xα+1 gives the desired morphism. This shows
existence of the dotted arrow in

A

s

��

f // rX,

B

==

and it remains to show uniqueness. Thus let a, b : B → rX are two morphisms with
as = bs = f . By a) it follows that both a and b factor as a = iαp and b = iαq for
some morphisms p, q : Xα → rX. Since iαps = iαqs, the property b) above implies
that there is an element β of λ such that iα,βps = iα,βqs. But this means that the
pair (iα,βp, iα,βq) occurs in the defining diagram of Xβ+1, and therefore that

iβ,β+1 ◦ iα,β ◦ p = iβ,β+1 ◦ iα,β ◦ q,

which shows that a = iαp = iαq = b.
We now turn to the proof of (2). Since rX is the colimit of the functorX(−) : λ→ C ,
the statement in (2) is equivalent to the following: For each morphism f : X → Y
there is a unique cocone fα : Xα → Y with f0 = f . We prove this by transfinite
induction.

i) First step: demanding f0 = f uniquely determines a cocone on X(−) restricted
to {0} ⊆ λ

ii) Successor step: Given a cocone fβ : Xβ → Y on X(−) restricted to {β ∈ λ|β ≤
α}, we have to show that there is a unique extension fα+1 : Xα+1 → X to a
cocone of X(−) restricted to {β ∈ λ|β ≤ α+ 1}. Equivalently, we have to show
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that the morphism fα : Xα → Y uniquely extends to a cocone on the solid
arrow diagram

C

p
  AAAAAAAA

q

  AAAAAAAA · · · C ′

p′

~~}}}}}}}}

q′~~}}}}}}}}

A
. . .

s

��

f // Xα fα

**VVVVVVVVVVVVVV

A′

s′

��

f ′

88qqqqqq
Y .

B

11

B′

55

Since Y is orthogonal to Σ there is a unique dotted arrows for all the spans in
the above diagram. The dotted arrows together with fα constitute a cocone if
and only if fαp = fαq for all the pairs (p, q) occurring in the above diagram.
If (p, q) is such a pair, there is a morphism s ∈ Σ such that ps = qs; hence
fαps = fαqs, and orthogonality of Y implies that fαp = fαq.

iii) Limit step: If µ ∈ λ is a limit ordinal and if the cocone fβ : Xβ is defined for the
restriction of X(−) to {β ∈ λ|β < µ}, we have to show that there is a unique
extension to a cocone defined on {β ∈ λ|β ≤ µ}. This follows immediately
from the definition of Xµ as a colimit.

The morphism f : rX → Y is now given by the morphism which is induced by the
unique cocone extending f : X → Y . �

3.4. Recognition of categories of Cauchy comodules. We need one more
concept in order to state our description theorem.

Definition 3.4.1. Let A be a small R-linear category. An R-linear functor
ω : A → ModR is called flat if the left Kan extension LanY ω : [A op,ModR] →
ModR of ω along Y (see definition 1.5.3) is left exact, i.e., if LanY ω preserves finite
limits.

This definition is a generalization of flat R-modules: if A is the R-linear category
I with one object ∗ and I (∗, ∗) = R, giving an R-linear functor ωI op →ModR is
the same as giving an R-module M = ω(∗). Under this equivalence [I op,ModR] ∼=
ModR, the left Kan extension LanY ω corresponds to M ⊗ − : ModR →ModR.
Hence ω is flat if and only M is flat in the usual sense.

Definition 3.4.2. Let A be a small R-linear category, and let F : A → ModR
be an R-linear functor. The category el(F ) of elements of F has objects the pairs
(A, a) with A ∈ A and a ∈ FA, and morphisms (A, a) → (A′, a′) the morphisms
f : A→ A′ in A with Ff(a) = a′.

Proposition 3.4.1. If A is an additive R-linear category, a functor F : A →
ModR is flat if and only if the category el(F ) of elements of F is cofiltered, i.e., if
and only if el(F )op is filtered.

Proof. This follows from [OR70], theorem 3.2. �

Proposition 3.4.2. Let C be a flat coalgebra. If C has enough Cauchy comodules,
then the forgetful functor V : Comodc(C)→ModR is flat.

Proof. By proposition 3.4.1 it suffices to show that el(V ) is cofiltered. Since C
has enough Cauchy comodules it follows immediately that el(V ) is non-empty. Let
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(Mi,mi), i = 0, 1 be two objects of el(V ). By proposition 2.3.3 it follows that
(M0 ⊕M1, (m0,m1)) is an object of el(V ) and that

pri : (M0 ⊕M1, (m0,m1))→ (Mi,mi),

i = 0, 1, are morphisms in el(V ). It remains to show that for two morphisms
ϕ0, ϕ1 : (M,m) → (N,n) in el(V ) there is a Cauchy comodule L, an element l ∈
L and a morphism ψ : L → M of Cauchy comodules with ψ(l) = m, such that
ϕ0 ◦ ψ = ϕ1 ◦ ψ. Let ι : K → M be the equalizer of ϕ0 and ϕ1. There is a unique
coaction ρK on K such that (K, ρK) is the equalizer of ϕ0 and ϕ1 in Comod(C)
(see proposition 2.3.3), and by assumption we know that m ∈ K. Since C has
enough Cauchy comodules there is a Cauchy comodule L, a morphism π : L → K
and an element l ∈ L such that π(l) = m. Now ψ = ιπ gives the desired morphism
ψ : (L, l)→ (M,m) in el(V ). �

Theorem 3.4.3. Let A be a small R-linear additive category and let ω : A →
ModcR be an R-linear functor. If

i) ω (considered as a functor with domain ModR) is flat and
ii) the functor A

ω //ModcR //ModR reflects colimits,
then the unit

(A , ω) −→
(
Comodc(E(A ,ω)), V

)
of the adjunction E(−) a Comodc(−) (see definition 2.5.1) is fully faithful. If in
addition
iii) the functor A

ω //ModcR //ModR creates those colimits which happen
to lie in ModcR,

then the unit
(A , ω) −→

(
Comodc(E(A ,ω)), V

)
is an equivalence of categories.

We split the proof into several lemmas, and we fix some notation. Let ω : A →
ModcR be an R-linear functor. We consider the left Kan extension

LanY ω : [A op,ModR]→ModR

of ω : A → ModR along Y (see definition 1.5.3), which we abbreviate as L :=
LanY ω. Let Σ ⊆ Mor([A op,ModR]) be the class of morphisms in [A op,ModR]
which are sent to isomorphisms by L. Since L is cocontinuous it follows that
the full subcategory of Mor([A op,ModR]) generated by Σ is cocomplete, with
colimits computed as in Mor([A op,ModR]). Let C be the full subcategory Σ⊥

of [A op,ModR] consisting of the objects which are orthogonal to Σ (see defini-
tion 3.3.1). By corollary 3.2.9 it follows that Σ is an accessible, accessibly embed-
ded subcategory of Mor([A op,ModR]). Accessibility of Σ implies that there is a
regular cardinal λ′ and a subset Σ0 ⊆ Σ such that every element of Σ can be writ-
ten as a λ′-filtered colimit of elements in Σ0 (see definition 3.2.5). It follows that
the full subcategory C = Σ⊥ is equal to Σ⊥0 . Moreover, there is a regular cardinal
λ such that the domains and codomains of all morphisms in Σ0 are λ-presentable
(see proposition 3.2.2), hence the orthogonal reflection construction applied to Σ0

(see definition 3.3.2) gives a left adjoint r : [A op,ModR] → C to the inclusion
i : C → [A op,ModR].

Lemma 3.4.4. For any R-module M , ω̃(M) is orthogonal to Σ. In other words,
the functor ω̃ : ModR → [A op,ModR] factors via the inclusion

i : C → [A op,ModR].

We write W : ModR → C for the unique functor with iW = ω̃.
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Proof. Let s : A → B be any morphism in Σ. The existence of a unique dotted
arrow in the left diagram

A

s

��

f // ω̃(M)

B

<<
!

LA

L(s)

��

f#
// M

LB

==

is by adjunction equivalent to the existence of a unique dotted arrow in the right
diagram. But the latter is evident since L(s) is an isomorphism, so ω̃(M) really
does lie in C . �

Lemma 3.4.5. Let V = Li : C →ModR. Using the notation from lemma 3.4.4,
the functor V is left adjoint to W , with unit and counit given by the unit η and
counit ε of the adjunction L a ω̃ (see proposition 1.5.3). Moreover, the comonad
associated to the adjunction V aW (see proposition 2.4.5) is equal to the comonad
associated to the adjunction L a ω̃.

Proof. For every X ∈ C , ω̃(L(X)) lies in C by lemma 3.4.4. Since the subcategory
C is full it follows that η : X → ω̃(L(X)) = WV (X) is a morphism in C . Fur-
thermore, we have VW (M) = LiW (M) = Lω̃(M) for every R-module M , which
implies that εM is a morphism VW (M)→M . The triangular identities obviously
hold, because η and ε are the unit and counit of L a ω̃. The statement about the
associated comonads follows directly from the definition in proposition 2.4.5. �

Lemma 3.4.6. The class Σ is equal to

{f ∈ Mor([A op,ModR])|r(f) is an isomorphism}.

Proof. To see this, we will first show that for any X ∈ [A op,ModR], the morphism
ηX : X → rX (see definition 3.3.2) is in Σ, i.e., that L(ηX) is an isomorphism. This
follows from the fact that the morphisms L(iα,β) : LXα → LXβ are isomorphisms
for all α, β ∈ λ, α ≤ β, which can be seen by transfinite induction:

i) First step: there is nothing to show.
ii) Successor step: If L(iβ,β′) : LXβ → LXβ′ is an isomorphism for all β, β′ ≤ α,

we have to show that L(iα,α+1) : LXα → LXα+1 is an isomorphism. Since L
preserves colimits, LXα+1 is the colimit of the diagram

LC

L(p) ""EEEEEEEEE
L(q)

""EEEEEEEEE · · · LC ′

L(p′)

||yyyyyyyyy

L(q′)||yyyyyyyyy

LA
. . .

L(s)

��

L(f) // LXα

LA′

L(s′)

��

L(f ′)

77oooooo

LB

LB′

with morphisms defined as in section 3.3. In particular, s, s′ lie in Σ0, hence
L(s), L(s′) are isomorphisms; and for any pair (p, q) occurring in the above
diagram there is a s′′ ∈ Σ0 such that ps′′ = qs′′, which implies that L(p) =
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L(q). It follows that

LC

L(p) ""EEEEEEEEE
L(q)

""EEEEEEEEE · · · LC ′

L(p′)

||yyyyyyyyy

L(q′)||yyyyyyyyy

LA
. . .

L(s)

��

L(f) // LXα
id

++
LA′

L(s′)

��

L(f ′)

77oooooo
LXα.

LB
L(f)◦L(s)−1

11

LB′

L(f ′)◦L(s′)−1

44

is a colimit cocone, too. But L(iα,α+1) obviously is the comparison morphism
between the two colimit cocones, hence it is an isomorphism.

iii) Limit step: We have to show that for any limit ordinal µ ∈ λ, if L(iβ,β′) is an
isomorphism for all β, β′ < µ, then L(iβ,µ) is an isomorphism for all β ≤ µ.
The induction assumption implies that one way to compute the colimit of the
µ-chain

LX0
// LX1

// . . . // LXβ // . . .

is given by LX0, with structure morphisms L(i0,β)−1 : LXβ → LX0. Coconti-
nuity of L implies that LXµ also is a colimit of this chain, hence its structure
maps L(iβ,µ) : LXβ → LXµ must be isomorphisms, too.

Now, applying L to the diagram

X

f

��

ηX // rX

r(f)

��
Y ηY

// rY

we find that L(f) is an isomorphism if and only if L(r(f)) is an isomorphism.
Equivalently, this means that f ∈ Σ if and only if r(f) ∈ Σ. But the latter is
equivalent to the fact that r(f) is an isomorphism, for if r(f) is an isomorphism,
then so is L(r(f)); and conversely, if r(f) ∈ Σ, there is a unique morphism g : rY →
rX such that

rX

r(f)

��

id // rX

rY

g

<<

because rX is orthogonal to Σ. It follows that L(g) is an isomorphism, and hence
that the dotted arrow in

rY

g

��

id // rY

rX

==

exists, which shows that g is an isomorphism, and thus that r(f) = g−1 is an isomor-
phism. This concludes the proof of our claim that Σ = {f |r(f) is an isomorphism}.

�

Lemma 3.4.7. If ω : A →ModR is flat, then the adjunction V aW : C →ModR
(see lemma 3.4.5) is comonadic.
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Proof. The left adjoint V reflects isomorphisms, for if f : X → Y is a morphism
in C such that V (f) = L(f) is an isomorphism, it follows that f ∈ Σ; and in
lemma 3.4.6 we have seen that this implies that r(f) is an isomorphism. Since X
and Y already lie in C and because r : [A op,ModR] is a reflection, it follows that
f is an isomorphism, too. Furthermore, our assumptions imply that the functor
V = Li is left exact: L is left exact because ω is flat, and i, as right adjoint to r,
is automatically left exact. The claim now follows from corollary 2.4.9. �

Definition 3.4.3. Let Σ1 be the set of those morphisms s1 : F → A (−, A) for
which there exists a morphism s0 : F0 → G0 in Σ0, an object A ∈ A and a morphism
a : A (−, A)→ G0 which fit in a pullback diagram

F

s1

��

// F0

s0

��
A (−, A)

a
// G0.

In other words, Σ1 consists of the pullbacks of elements of Σ0 along morphisms
with domain A (−, A) for some object A ∈ A .

Lemma 3.4.8. If ω is flat, the orthogonality classes Σ⊥0 and Σ⊥1 are equal.

Proof. Flatness of ω implies that L preserves finite limits. It follows that Σ1 ⊆ Σ,
hence that Σ⊥ ⊆ Σ⊥1 . Therefore it suffices to show that for any X ∈ Σ1, any
s0 : F0 → G0 in Σ0 and an arbitrary morphism g : F0 → X, there exists a unique
dotted arrow such that the diagram

F0

s0

��

G // X

G0

>>

is commutative. The assumption X ∈ Σ⊥1 implies that we have unique dotted
arrows

F

s1

��

// F0

s0

��

g // X

A (−, A)

66

a
// G0

for any a : A (−, A)→ G0, where the square on the left is a fixed pullback diagram.
Uniqueness of the dotted arrows immediately implies that they constitute a cocone
on the diagram DF from definition 1.6.2. By corollary 1.6.7 it follows there is a
unique morphism h : G0 → X such that the diagrams

F

s1

��

// F0
g // X

A (−, A)
a
// G0

h

>>~~~~~~~~

are commutative for every a : A (−, A)→ G0. This already shows that if the desired
lift exists, it must be equal to h. It remains to show that hs0 = g, i.e., that for
every x ∈ F0A, the equality

hA ◦ (s0)A(x) = gA(x)
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holds. If we fix some x ∈ FA and let a = (s0)A(x), the diagram

A (−, A) x // F0

s0

��
A (−, A)

a
// G0

is commutative (recall that x stands for the unique natural transformation with
xA(idA) = x). Since s1 : F → A (−, A) is the pullback of s0 along a, it follows that
there is a unique dashed arrow making the diagram

A (−, A)
x

''&&MMMMMM

id

""

F

s1

��

// F0

s0

��
A (−, A)

a
// G0

commutative. Putting everything together we find that the diagram

A (−, A)
x

''&&MMMMMM

id

""

F

s1

��

// F0
g //g // X

A (−, A)
a
// G0

h

>>~~~~~~~~

is commutative, which shows that gx = ha and thus, by definition of a, that

gA(x) = gA
(
xA(idA)

)
= hA

(
aA(idA)

)
= hA

(
(s0)A(x)

)
.

Since x ∈ F0A was arbitrary, this implies that hs0 = g, i.e., that X is orthogonal
to s0. This concludes the proof of our claim that Σ⊥1 = Σ⊥. �

Lemma 3.4.9. Assume that ω is flat and that ω : A → ModR reflects colimits.
Then for every object A of A , the functor A (−, A) lies in C . In other words, the
Yoneda embedding factors through the inclusion i : C → [A op,ModR].

Proof. By lemma 3.4.8 it suffices to show that A (−, A′) is orthogonal to Σ1 for all
A′ ∈ A . In other words, we have to show that for any morphism s : F → A (−, A)
such that L(s) is an isomorphism, and for any morphism f : F → A (−, A′), there
exists a unique dotted arrow

F
f //

s

��

A (−, A′)

A (−, A)
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making the diagram commutative. Let (Y ↓ F ) be the category from defini-
tion 1.6.2. We consider the diagram D : (Y ↓ F ) → A which sends (B, b) to
B and f : (B, b) → (B′, b′) to f . With the notation of definition 1.6.2 we find
that Y ◦ D = DF . We let κ(B,b) : D(B, b) → A be the morphism sB(b) : B → A
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(this makes sense because b = bB(idB) ∈ FB, and s : F → A (−, A) is a natural
transformation). We find that

Y (κ(B,b))B(idB) = A (B, κ(B,b))(idB)

= κ(B,b)

= sB(b)

= sB
(
bB(idB)

)
,

hence the Yoneda lemma implies that Y (κ(B,b)) = s ◦ b. The right-hand side is a
cocone on DF = Y D because the b constitute a cocone. Since Y is fully faithful, it
follows that the κ(B,b) constitute a cocone on D. Similarly, we let ξ(B,b) : D(B, b)→
A′ be the morphism fB(b). An analogous argument shows that Y (ξ(B,b)) = f ◦ b
and thus that the ξ(B,b) constitute a cocone on D. Since L preserves colimits and
because the b : Y D(B, b) → F exhibit F as colimit of Y D (see corollary 1.6.7)
it follows that the L(b) exhibit LF as colimit of the diagram LY D. But L(s)
is an isomorphism by assumption, which implies that the L(s ◦ b) = LY (κ(B,b))
exhibit LY (A) as (another) colimit of the same diagram LY D. Now the natural
isomorphism LY ∼= ω (see proposition 1.5.4) implies that the ω(κ(B,b)) exhibit ω(A)
as the colimit of the diagram ω ◦D. But ω reflects colimits by assumption, which
shows that the κ(B,b) : D(B, b) → A constitute a colimit cocone. Hence there is a
unique morphism g : A→ A′ in A such that g ◦κ(B,b) = ξ(B,b) for all objects (B, b)
of (Y ↓ F ). Applying the Yoneda embedding we find that, for every b ∈ FB,

Y (g) ◦ s ◦ b = Y (g) ◦ Y (κ(B,b))

= Y (ξ(B,b))

= f ◦ b.

Since the b exhibit F as colimit of the diagram DF = Y D, this implies that Y (g) ◦
s = f . This shows the existence of a dotted arrow making

F
f //

s

��

A (−, A′)

A (−, A)

88

commutative, and if h is any other arrow with hs = f , it must be of the form Y (k)
for a unique k : A→ A′ (since Y is fully faithful), and the fact that hsb = fb implies
that Y (k ◦ κ(B,b)) = Y (ξ(B,b)), hence that k ◦ κ(B,b) = ξ(B,b). But the morphism g

is unique with this property, which shows that k = g and h = Y (k) = Y (g). �

Proof of theorem 3.4.3. By proposition 2.5.7 it follows that the unit

(A , ω) −→
(
Comodc(E(A ,ω)), VC

)
is a fully faithful if and only if the composite

A
Y // [A op,ModR] J // Comod(Lωω̃)

is fully faithful, where J denotes the comparison functor of the adjunction Lω a ω̃
(see proposition 2.4.6). With V a W : C → ModR as in lemma 3.4.5 we get by
proposition 2.4.6 a comparison functor J ′ : C → Comod(VW ). Since the comonads
VW and Lωω̃ are equal (see lemma 3.4.5), this gives in fact a functor J ′ : C →
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Comod(Lωω̃). Moreover, the diagram

C

J′ %%KKKKKKKKKKK
i // [A op,ModR]

Jvvmmmmmmmmmmmm

Comod(Lωω̃)

is commutative by definition of J and J ′. If ω satisfies i), then J ′ is fully faithful
(see lemma 3.4.7). By ii) it follows that the Yoneda embedding factors via C (see
lemma 3.4.9). This shows that JY is equal to J ′Y , and therefore that JY is fully
faithful.
It remains to show that if ω creates those colimits which are finitely generated
and projective, then the functor JY = J ′Y gives an equivalence between A and
Comodc(Lωω̃). Since J ′ is compatible with the forgetful functors, this is equivalent
to showing that for every objectX of C with V (X) finitely generated and projective,
there is an object A of A and an isomorphism X ∼= A (−, A). By corollary 1.6.7
it follows that X is the colimit of some diagram D : D → C which is of the form
D = Y ◦ D′ for a unique D′ : D → A . Since V preserves colimits, we find that
V (X) is the colimit of V D = V Y D′ = LY D′ ∼= ωD′ (see proposition 1.5.4). By iii)
it follows that there is an object A of A and morphisms κd : D′(d)→ A expressing
A as colimit of D′, such that ω preserves this colimit. The Y (κd) constitute a
cocone on Y D′ = D, hence there is a unique morphism f : X → A (−, A) which
is compatible with the respective cocones. Since both cocones are sent to colimit
cocones by V it follows that V (f) is an isomorphism, and by lemma 3.4.7 it follows
that f is an isomorphism. �
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