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Abstract. We prove effective equidistribution, with polynomial rate,
for large closed orbits of semisimple groups on homogeneous spaces,
under certain technical restrictions (notably, the acting group should
have finite centralizer in the ambient group). The proofs make extensive
use of spectral gaps, and also of a closing lemma for such actions.
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1. Introduction.

1.1. General introduction. Let G be a real Lie group, and let Γ be a
lattice in G. Let U be a connected unipotent subgroup of G. A theorem
of Ratner [64], which proved a conjecture of S. G. Dani, classifies the U -
invariant ergodic probability measures µ on X = Γ\G: namely, they are
S-invariant probability measures supported on closed S-orbits, where S is a
closed subgroup containing U .

This theorem is a fundamental result with numerous applications. In
particular, in combination with results on nondivergence of unipotent orbits,
and with the linearization technique, Mozes and Shah [53] proved that the
nonzero weak∗-limits of U -invariant ergodic probability measures are again
ergodic, and therefore are Haar measures on closed orbits.

Let H ⊂ G be a semisimple subgroup generated by unipotent elements.
A special case of the results of [53] asserts that:

(1.1)
The only nonzero weak∗-limits of normalized Haar measures on closed
H-orbits are Haar measures on closed orbits of a closed subgroup S ⊃ H.

In the present paper we present a polynomially effective version of (1.1)
under the assumptions that G is semisimple, Γ is an arithmetic lattice and
Lie(H) is centralizer-free inside Lie(G). In explicit terms, we show that the
Haar measure on a closed H-orbit is close to the Haar measure on a closed
S-orbit for a closed subgroup S ⊃ H. Moreover, the notions of “close”
improves as a power of the volume of the relevant orbits.

We observe that, often, “direct” effectivizations of ergodic proofs only
give logarithmically poor (or worse) rates of convergence. The content of
our result is, therefore, in the polynomial rate.

A key input is used from the theory of automorphic forms: namely, the
H-action on L2(µ) has a spectral gap (if Γ is as in (1) below, and µ is the H-
invariant probability measure on a closed H-orbit). This implies an effective
version of the ergodic theorem for H-actions.

We say that a unitary representation of a (connected Lie) group G pos-
sesses a spectral gap if there exists a compactly supported probability mea-
sure on G, so that convolution with this measure has operator norm strictly
less than 1. For a detailed discussion of this concept for semisimple real Lie
groups, see §6.

1.2. Some technical assumptions. We shall assume that:
(1) There is a semisimple Q-group G so that G = G(R) and Γ is a

congruence subgroup of G(Q);
(2) H+ = H, i.e. H has no compact factors and is connected;
(3) The centralizer of h = Lie(H) in g = Lie(G) is trivial.

The third assumption means that closed H-orbits are “rigid,” i.e., do not
come in continuous families. Moreover, it implies (Lemma 3.4.1) that there
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are only finitely many intermediate subgroups H ⊆ S ⊆ G, each of which is
semisimple (i.e. the Lie algebra s is a semisimple real Lie algebra).

See §1.8 for a discussion concerning lifting these assumptions. In particu-
lar, “congruence” may be weakened to “arithmetic”, at the cost of allowing
the exponents in the theorem to depend on the lattice. The assumption of
finite centralizer is primarily to “rigidify” the situation; while it does not
seem essential to the method, it is clear that many new complications arise
when it is removed.

Examples:

(1) G = SLn(R), H = SL2(R) embedded via the irreducible represen-
tation. If n ≥ 4, there exists intermediate subgroups H ( S ( G:
for instance, if n is even, the H-action on Rn preserves a symplectic
form, and one may take for S its stabilizer.

(2) G = SLn(R), H = SO(q)(0) for some indefinite quadratic form q in n
variables. In this case, there do not exist intermediate subgroups be-
sides those with connected component H. (See §17 for an arithmetic
application of the theorem in this setting).

(3) G = SL2(R)n, H = SL2(R) embedded diagonally. Here there are
many intermediate subgroups as long as n ≥ 3.

(4) G = SL7(R), H = G2(R) the group of R-points of the R-split form
of G2 embedded into G. Here SO7 is an intermediate subgroup. (See
§17 for an arithmetic application of the theorem in this setting).

Fixing a Haar measure mH on H we measure the volume of a closed H-
orbit x0H always in relation to the measure mH , i.e. the volume of x0H
equals mH(B) where B ⊂ H is a fundamental domain in H for the quotient
map H → x0H (i.e., a maximal Borel subset B ⊂ H with the property that
the quotient map is injective upon restriction to B). On the other hand, we
write µx0H for the H-invariant probability measure on x0H, i.e. µx0H equals
1
v times the push-forward of mH |B.

1.3. Theorem. Let Γ, H ⊂ G be as above satisfying the assumptions in §1.2.
Let µ be the H-invariant probability measure on a closed H-orbit x0H inside
X = Γ\G.

There exists δ, d > 0 depending only on G,H and V0 > 0 depending only
on Γ, G,H with the following properties. For any V ≥ V0 there exists an
intermediate subgroup H ⊆ S ⊆ G for which x0S is a closed S-orbit with
volume ≤ V and such that µ is V −δ-close to µx0S, i.e. for any f ∈ C∞c (X)
we have

(1.2)
∣∣∣∣∫ f dµ−

∫
f dµx0S

∣∣∣∣ < V −δSd(f),

where Sd(f) denotes an L2-Sobolev norm of degree d (see (3.8)).

Let us make certain comments on this result.
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• The Sobolev norms Sd(f) measure the L2-norm of the derivatives
of f up to the d-th order w.r.t. a smooth measure on X. If X is
compact, this defines them up to bounded multiples.

An equivalent way of formulating (1.2), without the use of Sobolev
norms, would be in terms of the measure of small balls. For sim-
plicity, consider the case when X is compact and fix a Riemannian
metric on X. There exists δ1, V1 > 0 so that, for any V ≥ V1 and
for any Riemannian ball B(r) of radius r ≤ 1, we have

|µ(B(r))− µx0S(B(r))| ≤ V −δ1 .

Such an assertion is equivalent to (1.2), up to modification of con-
stants.
• In interpreting the theorem – which at first sight is rather confusing

owing to the parameter V – it may be helpful to understand how
it implies the non-effective variant, viz. theorem of Mozes and Shah
(1.1).

We take for granted the following fact, for any intermediate sub-
group H ⊂ S ⊂ G:

(1.3) There are finitely many closed S-orbits with volume ≤ V .

An effective version of (1.3), with polynomial bounds, is given in
§11, but the qualitative statement is simple to establish.

Let X = Γ\G be as in Theorem 1.3. Suppose we are given a
sequence xiH of closed H-orbits so that the sequence µxiH converges
to a weak∗-limit ν∞.

Fix, for a moment, an intermediate subgroup S ⊃ H. Let us agree
to set vol(xiS) = ∞ if xiS is not closed. Passing to a subsequence,
we may assume that either there exists some M > 0 such that the
volume of xiS is less thanM for all i, or the volume of xiS approaches
infinity as i→∞.

Since there are finitely many intermediate subgroups, we may as-
sume, passing to a further subsequence, that one or the other option
holds for all such S. That is to say: there is a subset S of the set
of intermediate subgroups H ⊂ S ⊂ G so that xiS is closed and of
volume ≤ M when S ∈ S ; and of volume approaching ∞, when
S /∈ S .

Passing to a further subsequence, and applying (1.3), we may
suppose that, for any S ∈ S , there exists yS so that xiS = ySS for
all i. Apply the theorem with fixed V > M . It follows that ν∞ is
V −δ-close to a measure of the form µySS for some S ∈ S . Since V
was arbitrary, our conclusion follows.
• Our proof gives the same result for any H-invariant measure µ so

that the H-action on L2(µ) possesses a spectral gap. In other terms,
the true content of the theorem is the “effective classification of
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strongly ergodic H-invariant measures.” The only naturally arising
context, however, seems to be the case described in the theorem.
• In principle, the exponent δ is computable; however, it would be

rather painful to compute and extremely small in general.
In the case when H is maximal, it is likely not too difficult to

compute and not too small. However, our goal has been only to
achieve polynomial dependence. This is of qualitative significance,
for “abstract” effectivizations of results in ergodic theory yield, in
general, far poorer bounds.
• The theorem also has a purely topological version that we now enun-

ciate.

1.4. Theorem. Notations as in Theorem 1.3, let F ⊂ X be compact, and
fix a Riemannian metric on X. There exists ρ > 0, depending on G, H, and
V1 depending on Γ, G, H, F , and the choice of Riemannian metric, with
the following property:

For any V ≥ V1, there exists S so that x0S is a closed orbit of volume
≤ V , and any point in x0S ∩ F is at distance ≤ V −ρ from x0H, w.r.t. the
Riemannian metric induced on x0S from X.

By the Riemannian metric induced on x0S, we mean: endow x0S with
the Riemannian structure induced as a submanifold of X, and compute the
corresponding metric.

Let us note in particular the import of Theorem 1.4 in the case when H is
a maximal subgroup in G. Then there exists ` ≥ 1 so that a closed H-orbit
of volume ≥ ε−` has to intersect any ε-ball in X. In particular, we also
prove that the number of closed H-orbits that fail to intersect some ε-ball
is bounded by a polynomial in ε−1.

1.5. Outline of the proof. First of all, let us consider the non-effective
version of Theorem 1.3, i.e. (1.1). This special case of measure rigidity (when
the acting group is semisimple) admits a simple proof. We present it in §2.
One may then see the proof of Theorem 1.3 as an effective form of that
proof.1 We suggest the reader begin by reading this non-effective proof.

In §4, we present a detailed outline of the proof of the main Theorem,
comparing each portion of the proof to the corresponding non-effective state-
ment in §2. The reader may wish to read §4 after §2.

For now we present a very brief high-level outline of the proof strategy:
We show for increasingly large intermediate subgroups H ⊆ S ⊆ G, either
µ is supported on an S-orbit of small volume, or µ is almost invariant by a
strictly larger subgroup S′ ⊃ S.

Indeed, take a one-parameter unipotent subgroup U ⊂ H and say a point
x ∈ X is generic if the measure along long segments of x.U approximates
well the measure µ. The proof of the dichotomy uses the following principles:

1In this case, the process of effectivization causes proofs to increase in length approxi-
mately twenty-fold!
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(1) (Ergodic theorem). Most points x ∈ X are generic.
(2) (Nearby generic points give additional invariance). If x, x′ ∈ X are

two generic points which are very close, i.e. x′ = xg for some g
near the identity, and g /∈ S, then µ is almost invariant by a larger
subgroup S′ ⊂ S.

(3) (Dichotomy). If we cannot find x, x′ as above, then necessarily µ
was supported on a closed S-orbit of small volume.

Step (2) is easily effectivizable, relying only on polynomial behavior of unipo-
tent trajectories (see §1.7.1).

“Good” effective forms of both (1) and (3), however, make use of spectral
gaps. Specifically, we use the fact that, for any intermediate subgroup S ⊃
H, the action of S on L2

0(xS), where xS varies through all closed S-orbits,
has a uniform spectral gap. (Here L2

0 denotes the orthogonal complement of
locally constant functions.) The crucial ingredient in providing the spectral
gaps we need is the work of Clozel on “property τ .” In effect, this guarantees2

a uniform spectral gap for Q acting on L2(Λ\Q), when Q is a semisimple
group and Λ varies through congruence lattices within Q. (See also §1.8.2.)

We also make use of several techniques that have become, to some ex-
tent, standard in the theory of homogeneous dynamics. Most notably we
use (as noted) polynomial divergence for unipotent actions and the related
linearization argument, which we will discuss in §1.7.1. These ideas will
enter both in steps (2) and (3).

Finally, the process of “effectivizing” results concerning invariant mea-
sures, inevitably, leads to questions about efficient generation of Lie groups;
in handling these (technical) issues, we shall make use of some simple ar-
guments in algebraic geometry and Diophantine geometry, as well as of the
Lojasiewicz inequality.

1.6. Organization of the paper. The paper is organized as follows:
We start in §2 with the non effective version of Theorem 1.3 and the sim-

plified proof of Ratner’s theorem on measure rigidity in the case of semisim-
ple acting groups.

In §3, we set up notation. Some of this may be of independent interest;
our use of Sobolev norms and relative traces, inspired by a paper of Bernstein
and Reznikov, seems a natural way of handling certain analytic questions
on homogeneous spaces.

In §4, we give a detailed sketch of the proof of the Theorem. We give
precise statements of the main constituent results that go into the Theorem,
and references to their proofs in the text. We do not give proofs, but we
indicate the main idea in each case.

2The terminology “property τ” is perhaps confusing. In general, it asserts that group Q
has a uniform spectral gap in its action on some natural family of unitary representation.
Therefore, unlike property (T ), which is an intrinsic property of a group G, property τ
only makes sense by reference to an implicit choice of such a family.
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In §5, 6, 7, 8 respectively, we establish or recall some basic properties
pertaining to, respectively, Sobolev norms, the spectral gap, generation of
Lie algebras, and almost invariance of measures. The reader might wish to
skip these sections and refer to them as necessary while reading the rest of
the text.

In the sections §9 – §14, we prove the central statements required for the
Theorem.
§16 gives the proof of Theorem 1.3 and its corollaries.
§17 gives a simple application of the Theorem to a number-theory prob-

lem.
The Appendices recall and prove certain basic results that we need.

1.7. Connection to existing work.

1.7.1. Dynamics of unipotent flows. Given a one parameter subgroup gt ∈
G, and two “nearby” points x1, x2 ∈ X, satisfying x2 = x1 exp(v), for
v ∈ Lie(G), we have

x2gt = x1gt exp(Ad(g−t)v).

The behavior of t 7→ Ad(g−t)v controls the relative behavior of the orbits
of x1 and x2 under gt. In general, t 7→ Ad(g−t)v may grow exponentially.
However, if gt happens to be a unipotent subgroup, then t 7→ Ad(g−t)v is a
polynomial. This feature is the polynomial behavior or polynomial divergence
of unipotent flows.

The polynomial divergence of orbits of unipotent flows was one of the main
motivations for M.S. Raghunathan when he formulated, in the mid-seventies,
his conjecture about “orbit closure rigidity.” He hoped that unipotent flows
are likely to have “manageable behavior” because of the slow divergence of
orbits of unipotent one-parameter subgroups (in contrast to the exponential
divergence of orbits of diagonalizable subgroups).

The polynomial behavior of unipotent orbits is very important in the
present paper, and we have used many techniques developed over the past
four decades. We make particular note of the following three ideas we use;
this is not intended as either a survey or a history of the field.

1. Nondivergence of unipotent flows. One of the first times the poly-
nomial behavior was used was in the proof of non-divergence of unipotent
flows by G.M. [42], where it was indeed one of the basic ingredients. This
phenomenon of non-divergence was quantified and further refined by Dani,
Kleinbock, and G.M. [10, 13, 32]. We actually make use of [32] to control
how much mass of a closed H-orbit can be close to infinity, see Lemma 3.6.1.

2. ”Nearby generic points give additional invariance.” A topological in-
carnation of this principle was utilized in the work of G.M. and G.M.-Dani
[11, 12, 14, 44, 45, 46], and a measure-theoretic incarnation was utilized in
the work of M. Ratner in [61, 62, 63, 64]; the former uses Chevalley’s the-
orem in order to control relative behavior of orbits of unipotent flows, and
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the arguments of the latter papers utilize the“R-principle,” generalizing the
“H-principle” used earlier by Ratner [57, 58, 59, 60] and by Witte [74, 75].

To be a little more precise, the arguments of [11, 12, 14, 44, 45, 46]
show that, if U is a unipotent subgroup of G, and Y is a minimal closed
U -invariant subset of Γ\G, then either:

(1) Y is an orbit of U , or
(2) Y is invariant under a bigger connected subgroup contained in the

normalizer of U (additional invariance).

Arguments contained in [61, 62, 63, 64] show that, if µ is an ergodic U -
invariant measure, then either:

(1) µ is the Haar measure on a closed U -orbit, or
(2) µ is invariant under a bigger connected subgroup contained in the

normalizer of U (additional invariance).

The proof of these results may be understood as topological and measure-
theoretic versions of the principle enunciated above; the notion of minimal
set is the topological analog of the notion of ergodic measure. Indeed, the
proof of the topological statement is based on studying the orbits of a se-
quence of points that converge to a minimal closed invariant set; the proof
of the measure-theoretic statement is based on studying the orbits of nearby
points that are generic in the sense of Birkhoff’s ergodic theorem.

Let us draw attention to one important difference between the topological
and the measure-theoretic setting: an arbitrary U -invariant measure may be
decomposed into ergodic components; the analog of this statement for a U -
invariant closed set is not true.

Our use of an effective ergodic theorem, together with polynomial diver-
gence, is motivated by this principle; many of our arguments are closely
related to (ineffective) arguments from the papers mentioned above. These
ideas enter, in particular, into steps (1) and (2) of the outline of the proof
presented in §1.5.

3. The “linearization” technique. By this, we shall mean a collection of
methods which allow one to control the time an orbit of a unipotent subgroup
U spends near closed orbits of certain subgroups S ⊂ G containing U . One
method to do this is by realizing the action of U on G/S as the linear action
of U on a certain subset of a linear space (which also makes use of Chevalley’s
theorem). The origins of this method can be traced back to the work of
S.G.Dani and Smillie [15] in the context of Fuchsian groups. General results
and techniques are developed in [11, 12, 14, 44, 45, 46, 48, 61, 62, 63, 64].

We make use of a version of this technique to control the time spent near
a closed orbit of a semisimple subgroup, see Proposition 11.1; this enters
into step (3) of the outline of §1.5.

1.7.2. Effective equidistribution. There are two general cases where it is
known one may establish effective results about the distribution of H-orbits
on Γ\G:
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(1) When H is a horospherical subgroup, i.e. the Lie algebra of h consists
of all contracted directions for the adjoint action of a semisimple
element s ∈ G. In that case, one may use the mixing properties of
the s-action on Γ\G.

(2) When H is “large” inside G, one may sometimes analyze effectively
the distribution of closed H-orbits inside G via representation theory
or automorphic forms. “Large” usually means, at the very least, that
H should act with an open orbit on the flag variety G/P0, where P0

is a minimal parabolic of G.

In the case (1), the approach using mixing properties of the s-action on
Γ\G can be traced back to the thesis of G.M. [47], where it was used in
the context of Anosov flows. (This thesis was written in 1970, but published
more than thirty years later). Another approach to effective equidistribution
for long horocycles on SL2(R) is implicit in the work of Ratner [60, 65], where
the effective ergodicity of the horocycle flow is used. Both of these ideas
would suffice to prove effective equidistribution of orbits of horospherical
subgroups in any rank, as would the work of Burger [4]. More detailed
analysis of the quantitative equidistribution of the horocycle flow for SL2(R)
may be found in [68, 23, 70]; quantitative mixing rates are discussed in [31],
and analysis of equidistribution of closed horospheres and its relevance to
the theory of automorphic forms may be found in [71].

A typical instance of the second type of result is the equidistribution of
Hecke points, [22] or [7]; a “twisted” version is the work of Li, Jiang and
Zhang, [30]. These both correspond to the special case of the main result
when H is diagonally embedded in G = H ×H; in the “Hecke point” cases,
one restricts the possibilities for the Q-form underlying the closed H-orbit,
whereas the latter case restricts to H = PGL2 over a totally real number
field.

An illuminating context where the two cases overlap is the question of
equidistribution of translates for a closed orbit of a symmetric subgroup: see
[16] for an effective treatment by the second method, and [1] for an effective
treatment in a more general setting, following the strategy of [19], by a
method very closely related to the first. (The “wavefront lemma” assures
that, in the limit, such translates acquire local invariance by a horospherical
subgroup).

In both cases above, the analysis usually makes use of spectral gaps;
for instance, the first method makes use of quantitative mixing, which is
substantially equivalent to a spectral gap. Spectral gaps are also used in
our argument, but in an essentially different way; most importantly, we do
not use a spectral gap for the ambient group G acting on the ambient space,
but rather for the acting group H ⊂ G acting on the invariant measure.
The idea that this could be used to give a simple proof – in certain cases –
of the fact that “limits of ergodic measures remain ergodic” was used in a
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paper by J. Ellenberg and A.V. [20], based on prior discussions with M. E.
and Elon Lindenstrauss.

In any case, the methods in both cases are fundamentally limited even
if H is a maximal subgroup of G. Moreover, these methods do not detect
closed orbits of intermediate subgroups H ⊂ S ⊂ G, and so there appears
to be little hope of generalizing them significantly. Indeed, the result of this
paper appears to be the first that produces quantitative results when G is
semisimple and H is not one of the subgroups mentioned in (1) or (2) above,
and, in particular, in the case when H is “far from maximal.”

1.7.3. A history of this paper. A topological version of Theorem 1.3 was
proven by G.M., in an unpublished manuscript, in the case when H =
SO(2, 1) and G = SL3(R) (and implicitly in the case when H is a maximal
semisimple subgroup of G).

The present paper uses a different technique than the one used in that
proof. In the case of H = SO(2, 1), G = SL3(R), that proof uses mixing
properties of the action of a torus within H, whereas the proof presented in
this paper uses ergodic properties of a one-parameter unipotent flow within
H. A discussion of the relationship of these techniques is presented in §2.

The idea of using effective ergodic theorems for the unipotent flow was
noted independently by M.E. and A.V., and by G.M., motivated by various
methods in the theory of unipotent flows.

We note that the general case is very considerably more involved than
the case of SO(2, 1) ⊂ SL3(R), owing to the possibility of intermediate
subgroups. In fact, the technically most complicated arguments, e.g. the
effective closing lemma, are necessary only if H is not maximal.

1.8. Remarks on generalizations.

1.8.1. The congruence subgroup assumption. One may replace the assump-
tion that Γ is congruence by the assumption that Γ is arithmetic. We indi-
cate here how this is done.

Suppose that Γ is an arithmetic, but not necessarily congruence, subgroup
of G(Q) and xH is a closed H-orbit on X = Γ\G. Let Λ be a congruence
subgroup of G(Q). Replacing Γ with Γ ∩ Λ and xH by the orbit x′H of a
preimage x′ of x in Γ∩Λ\G, we may assume that Γ ⊂ Λ. Let X̄ = Λ\G, so
we have a natural projection π : X → X̄.

Let µ resp. µ be the H-invariant measures on xH resp. their projections
to X̄. Our main theorem gives an effective result about the distribution of
µ. Suppose, for simplicity, we are in the situation where µ is close to the
G-invariant probability measure µX̄ on X̄. Here the error of approximation
is quantified by Theorem 1.3.

Let f ∈ C∞c (X) be so that µX(f) = 0. Let u(t) be a one-parameter
subgroup in H, and let fT := 1

T

∫ T
t=0 u(t)f .

For a function f on X, we define π∗f on X̄ via π∗f(x̄) =
∑

π(x)=x̄ f(x).
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Then

|µ(f)|2 = |µ(fT )|2 ≤ µ(|fT |2) ≤ µ(π∗|fT |2) ∼
µX̄(π∗|fT |2) = [Λ : Γ]µX(|fT |2)

where the rate of approximation depends on the quality of approximation
of µX̄ by µ and on the Sobolev norm of π∗|fT |2 and so also on T . The
right-hand quantity is bounded by quantitative mixing of the G-action on
X. Optimizing for T shows that µX(f) = 0 implies that |µ(f)| is “small”,
which is the same as µ ∼ µX .

The above argument is entirely quantitative. The quality of the bound
depends on the spectral gap for G acting on L2(X).

Observe an important difference with Theorem 1.3: in the case when Γ
is assumed only to be arithmetic, the quality of the bound depends on the
lattice Γ, and not only on G,H. Presumably, such a dependence is not
avoidable, as one may see by considering the example of the horocycle flow
on arithmetic quotients of SL2(R).

1.8.2. S-arithmetic generalization. Translates of a fixed orbit. One may en-
visage a version of the theorem that concerns closed orbits of a semisimple
S-arithmetic group H acting on an S-arithmetic quotient Γ\G.

This extension has more than simple formal significance. We indicate
three applications which do not on their face involve S-arithmetic groups.

(1) It is possible to give an independent proof of property (τ) (first
established by Clozel [6]) using the S-arithmetic extension of our
theorem.3

(2) Notations as in our main theorem, let x0H be a closed H-orbit. One
may ask about the distribution of varying translates of H, i.e. x0Hg
when g → ∞. If H is a symmetric subgroup, effective distribution
results may be given using the wavefront lemma, cf. [19]. We antic-
ipate that the S-arithmetic extension of our result will allow us to
treat this question in the more general setting of §1.2.

(3) In an arithmetic direction, [20] uses the case when H, G are p-adic
orthogonal groups to prove local-global principles for representations
of quadratic forms. To establish an effective version of that result
would imply new bounds for the Fourier coefficients of Siegel mod-
ular forms. Results in this direction would require removal of the
centralizer assumption from §1.2.

As is usual in such matters, the existence of small additive subgroups of Qp

will cause further complications.

3Note that, in the present paper, we use property (τ) as an input. However, it is
possible to avoid it by more elaborate arguments, and indeed to derive it in general by our
methods, at least for groups of absolute rank ≥ 2. The groups of absolute rank 1 require
an alternative treatment; this is also true of Clozel’s approach.
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1.8.3. The centralizer assumption. There exist many natural settings where
the centralizer assumption of §1.2, assumed in Theorem 1.3, is too restrictive.
Indeed, it does not seem to be truly essential to our method; the key part
of our method is the existence and exploitation of spectral gaps.

However, many technical complications seem to arise when it is removed.
We hope to discuss this elsewhere.
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2. A proof of measure classification for semisimple groups.

2.1. Introduction. In the present section, we give a short proof of the
non-effective version of Theorem 1.3, the result (1.1) of Mozes and Shah.
Notation as in the theorem, this proof has three (independent) constituents:

(1) Proposition 2.2 classifies H-ergodic measures on Γ\G;
(2) Proposition 2.10 shows that, under a certain spectral gap assump-

tion, any limit of H-ergodic probability measures on Γ\G is itself
ergodic.

(3) It is established in Proposition 6.7.1 that this spectral gap assump-
tion is valid in the setting of (1.1).

Therefore, taken in combination, these results establish (1.1). 4

While the proofs of Proposition 2.2 and Proposition 2.10 are elementary,
Proposition 6.7.1 is a deep result from the theory of automorphic forms.
The key virtue of this proof, however, is amenable to effectivization. Indeed,
the contents of this section may be viewed as the non-effective counterpart
of the proof of Theorem 1.3. §4 gives an outline of the effective proof of

4To be precise, in the case where Γ\G is noncompact, there may be “escape of mass,”
i.e., it is not a priori obvious that the limit of such a sequence is a probability measure.
However, in the case considered in Theorem 1.3 – h has trivial centralizer – this does not
occur: Lemma 3.6.1.
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Theorem 1.3, together with comparisons to the non-effective proof presented
here.

2.2. Proposition. Let G be a semisimple real Lie group, let Γ be a discrete
subgroup in G, and let H be a connected semisimple subgroup of G without
compact factors. Let µ be an H-invariant and ergodic probability measure
on X = Γ\G. Then µ is the S-invariant probability measure on a closed
S-orbit of an intermediate subgroup H ⊆ S ⊆ G.

This is due to M. Ratner [64]. In the setting considered here, where H is
semisimple, the proof simplifies significantly. This has been noted already
in [17] due to M.E. We shall present a simplified proof along these lines,
differing somewhat from [17]. See also [63, p244] where similar arguments
are presented.

Just as the outline presented in §1.5, the proof of Proposition 2.2 has
three distinct steps:

(1) Ergodic theorem: §2.4.
(2) Nearby generic points give additional invariance: §2.5.
(3) Dichotomy: Either one can find nearby generic points, or µ is sup-

ported on a closed orbit. §2.6.

2.3. Setup for the proof. We now indicate the proof of Proposition 2.2.
Let G, H, Γ, X = Γ\G, and µ be as in Proposition 2.2.

Let S = {g ∈ G : g preserves µ}. The subgroup S is closed and contains
H. H being semisimple, the restriction to H of the adjoint representation of
G is completely reducible. Hence there exists an Ad(H)-invariant comple-
ment r to the Lie algebra s of S, within g. It is the precisely the existence of
this Ad(H)-invariant complement which simplifies the proof of the measure
classification result.

2.4. Ergodic theorem. Let U = {u(t) : t ∈ R} be a one-parameter unipo-
tent subgroup of H which projects nontrivially on each simple factor of H.
Then, according to a theorem of Moore (Mautner phenomenon) the measure
µ is U -ergodic.

According to Birkhoff’s individual ergodic theorem, for µ-almost all x ∈ X
and any continuous compactly supported function f on X,

(2.1)
1
T

∫ T

0
f(xu−t) dt→

∫
f dµ.

A point x ∈ X satisfying (2.1) for all f ∈ Cc(X) is called generic.
We say that E ⊂ X is a set of uniform convergence if for any compactly

supported function f the above convergence is uniform with respect to x ∈
E. In view of Egoroff’s theorem, there exist sets of uniform convergence of
measure arbitrarily close to 1. Fix such a set E of uniform convergence of
µ-measure > 9/10.
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2.5. Nearby generic points give additional invariance. First let us
make the following remark, which is a quantification of “polynomial behav-
ior” discussed in §1.7.1:

(i) For any element g of G, the matrix coefficients of Ad(utgu−t) are
polynomials in t of degree not greater than dim(G).

Let B be an open bounded subset of G containing the identity. For g ∈ B,
we set

Tg = sup
{
T : utgu−t ∈ B whenever t ∈ (0, T )

}
,

g∗ = uTggu−Tg .

It follows from (i) that Tg is finite if g does not belong to the centralizer
CG(U) of U in G. Moreover, in that case g∗ is well defined and belongs to
the boundary of B.

For g ∈ B \ CG(U), we define a map qg : [0, 1]→ G by

qg(s/Tg) = usgu−s, s ∈ [0, Tg].

Since B is bounded, the family {qg} is uniformly bounded. Therefore, the
adjoint actions of these elements form an equicontinuous family of polyno-
mial maps on the Lie algebra. This implies the following statement, for a
metric d on X that is obtained from a left-invariant metric on G:

(ii) For every ε > 0 one can find δ > 0 such that if x ∈ X, g ∈ B\CG(U),
and t ∈ [(1− δ)Tg, Tg], then the distance

(2.2) d
(
xgu−t, xu−tg

∗) ≤ d(utgu−t, g∗) < ε.

2.5.1. Lemma. (a) Let g be an element of CG(U). Suppose that we can find
x, y ∈ E such that y = xg. Then the measure µ is invariant under g.

(b) Suppose that we can find a sequence gn ∈ G and a sequence xn ∈ E
such that

(1) gn → 1;
(2) gn /∈ CG(U) for all n,
(3) xngn ∈ E for all n.

Then µ is invariant under any limit point of the g∗n.

Proof. The first part follows from the genericity of the points.
Consider the second assertion. Let g∗ be a limit point of g∗n, which exists

by compactness of the closure of B. Let f ∈ Cc(X). Observe that Tgn →∞.
Given ε > 0 and δ > 0 we may apply the definition of E (for T = Tgn

and T = δTgn), that xngn ∈ E, and that xn ∈ E to obtain for all sufficiently
large n that ∣∣∣∣∣ 1

δTgn

∫ Tgn

(1−δ)Tgn
f(xngnu−t) dt−

∫
f dµ

∣∣∣∣∣ < ε′,∣∣∣∣∣ 1
δTgn

∫ Tgn

(1−δ)Tgn
f(xnu−tg∗) dt−

∫
f(xg∗) dµ(x)

∣∣∣∣∣ < ε′
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Choosing δ > 0 as in (ii), depending on ε > 0 and the uniform continuity of
f , we conclude in the limit that the µ-integral of x 7→ f(x) and x 7→ f(xg∗)
coincide. �

2.6. Dichotomy.

2.6.1. Lemma. Assume that µ(xS) = 0 for all x ∈ X. Then there exists a
sequence xn ∈ E and a sequence gn ∈ exp(r \ {0}) converging to 1 such that
xngn ∈ E.

Sketch of the proof. Let O be a bounded open neighborhood of the identity
in S, and let E1 be the set of all points x in E such that the relative measure
in O of the set {s ∈ O : xs ∈ E} is greater than 8/10. It follows from the
Fubini theorem that µ(E1) > 1/2.

For each n > 1 take two points yn, zn ∈ E1 that satisfy d(yn, zn) < 1/n,
but do not satisfy yn = zns for any s ∈ S near the identity. A density
computation shows that there exists sn, s′n ∈ O so that ynsn ∈ E, zns′n ∈ E,
and zns

′
n = ynsn exp(rn) for some rn ∈ r. This is quite standard, see e.g.

[17, Lemma 4.4, 4.5] for details.
Take xn = ynsn, and take gn = exp(rn). The resulting sequences have

the desired properties. �

2.7. Conclusion of the proof. Suppose that µ(xS) = 0 for all x. By
using Lemma 2.5.1 and Lemma 2.6.1 we show that µ is g-invariant, for some
g ∈ B ∩ exp(r \ {0}). By choosing B sufficiently small, we may assume that
B ∩ exp(r \ {0}) is disjoint from S. Contradiction.

Thus µ(xS) > 0 for some x ∈ X. The stabilizer Sx = {s ∈ S : xs = x} of
x is a lattice in S. Consequently, S is unimodular and xS is closed. We are
done, for µ is ergodic.

�

2.8. A remark about the two approaches in §1.7.3. We may phrase
the proof of Proposition 2.2 in qualitative forms as follows:

(2.3) The measure along the trajectory {xu(t) : 0 ≤ t ≤ T}
approximates µ for “most” x.

One then finds two such points x1, x2 and studies the relation between their
trajectories in order to obtain additional invariance.

(2.3) is a special case of a more general fact, not specific to unipotent
trajectories: if ν is a measure on H with “spread-out support,” and we let
νx be the push-forward of ν by the map h → xh, then νx will approximate
µ for “most” x; the previous remark is the special case when ν is localized
along a long trajectory of u(t).

In §1.7.3, we remarked on another method of treating the case of H ⊂ G
maximal, using mixing properties of semisimple elements. We are now in a
position to briefly describe it.
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In that approach, one considers instead the measures ν that are obtained
by translating a fixed, compactly supported density on H by a large semisim-
ple element. In particular, these measures ν resemble large pieces of a coset
of a horospherical subgroup of H. As in the proof with unipotent flows
given here, one studies the relation between νx1 , νx2 for nearby x1 and x2

to conclude additional invariance.

2.9. Ergodicity of limit measures in presence of a spectral gap.

2.10. Proposition. Let a σ-compact metric group H act continuously on a
σ-compact metric space X. Let µn be a sequence of H-invariant and ergodic
measures so that the H-action on{

f ∈ L2(µn) :
∫
f dµn = 0

}
possesses a spectral gap which is uniform in n. Then any weak∗-limit of the
µn is ergodic under H.

This result is due to E. Glasner and B. Weiss, in the case when H has
property (T). More along the lines of the current paper: it is used to give
a “cheap” proof of a special case of a Mozes-Shah type result, in a p-adic
setting, in [20].

Note that we do not say whether the weak∗ limit is still a probability
measure.

In other terms, there are no almost invariant subsets.

Proof. Let ν be a compactly supported probability measure on H, so that
for every n:

(2.4)
∥∥ν ? f − ∫ f dµn

∥∥
L2(µn)

≤ 1
2
‖f‖L2(µn)

for all f ∈ L2(µn) (or equivalently for all f ∈ Cc(X)). Here ν ? f denotes
convolution of f under ν w.r.t. the action. The measure ν exists by virtue
of the assumption on the uniform spectral gap. Passing to the limit, one
easily verifies that (2.4) remains valid with µn replaced by any weak∗-limit
thereof. This implies that such a weak∗-limit must be H-ergodic. �

3. Notation and first facts.

Fix, first of all, a semisimple Q-group G and a Euclidean norm ‖ · ‖ on
the Lie algebra g of G = G(R) in such a way that ‖[u, v]‖ ≤ ‖u‖‖v‖ for all
u, v ∈ g. We fix also an orthonormal basis for g w.r.t. ‖ · ‖.

We fix a semisimple subgroup H ⊂ G that satisfies the conditions indi-
cated in §1.2.

Fix also an embedding ρ : G → GLN . We shall assume that the ad-
joint representation of G occurs as an irreducible subrepresentation of that
defined by ρ.

We take a congruence lattice Γ ⊂ G. That Γ is congruence means that
ρ(Γ) contains a congruence subgroup of GLN (Z) ∩ ρ(G).
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Set X = Γ\G.
The Lie algebra g possesses a natural Q-structure. We choose a rational

Γ-stable lattice gZ ⊂ g satisfying [gZ, gZ] ⊂ gZ. This is always possible,
assuming only that Γ is arithmetic.

We fix throughout this section, and, indeed, throughout the entire paper,
a homomorphism φ : SL2(R)→ H that projects nontrivially to each simple
factor of H+. This determines a unipotent one-parameter subgroup:

(3.1) u(t) := φ

(
1 t
0 1

)
.

The adjoint representation of this SL2(R), i.e. Ad ◦ φ, decomposes g into
a direct sum of irreducible representations. Let g0 be the sum of all the
highest weight spaces in all these irreducible representations, with respect
to the diagonal torus of SL2(R) (equivalently: the {u(t)}-fixed subspace)
and let g1 be the sum of all remaining weight spaces. Thus

(3.2) g = g0 ⊕ g1.

For r ∈ g, we shall write r = r0 + r1 according to (3.2).

3.1. Concerning constants and their implicit dependencies. The no-
tation κ, κ1, . . . will always denote positive constants that depend only on
the isomorphism class of (H,G). Because, in the circumstance of the main
Theorem, there exist only finitely many possibilities for this isomorphism
class if one fixes dim(G) (cf. Lemma A.1.1), it is equivalent to say that
these constants depend only on dim(G). Moreover, these constants are all
indexed, and they come with hyperlinks to the point where they are defined.
We hope the latter feature will be useful for readers using suitable viewing
software.

An important note is that, because there are only finitely many interme-
diate subgroups S between H and G, any constant that depends only on S
or just on its isomorphism class also can be chosen so that it depends only
on H, and G. We shall use this observation several times without explicit
mention.

The notation ι, ι1, . . . will denote positive constants that depend only5 on
G, H, ρ, the norm ‖ · ‖, and on the given orthogonal basis of g.

The notation c1, c2, . . . will denote positive constants that may depend on
G, H, ρ, ‖ · ‖, the lattice Γ, and on the lattice gZ ⊂ g discussed in §3.6. The
numbering of these constants resets by subsection.

If either of these constants depends additionally on other parameters we
make this explicit by writing them in parenthesis, e.g. ι2(d) is a constant
depending on G, H, ρ, the norm ‖ · ‖, the orthogonal basis of g, and the
parameter d.

5In particular, constants of the form ι∗ are allowed to depend on the Q-structure on
G, by contrast with κ∗.
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As a rule of thumb we shall strive to ensure that the exponents in our
results depend only on G,H; on the other hand, we shall not strive for such
minimal dependency in other constants. For instance, in the statement of
the Theorem, the exponent δ depends only G,H; whereas the constant V0

is permitted to depend on Γ.

3.2. The �-notation and the ?-notation. So that the notation of this
paper does not become overwhelming, we shall introduce certain notational
conventions.

We shall use the expression “A � B,” for two positive quantities A,B,
to mean that A ≤ c3(d)B, notations as above. (It will happen in a large
fraction of this paper that a parameter d will be present, measuring the
index of a suitable Sobolev norm. Therefore, we make the convention that
implicit constants are allowed to depend on the symbol “d”, or whatever its
value in the present context is. If no symbol d is present, A � B simply
means A ≤ c4B. In §3.7 we give an example to clarify this notation.)

We shall use A � B to mean that both A� B and B � A.
Suppose A is a quantity taking values in (0,∞). We shall write A↑ for

any quantity f(A) that is defined for sufficiently large A in a fashion that
depends only on G,H, and so that f(A)→∞ as A→∞. We write A↓ for
any quantity g(A) defined for sufficiently small A in a fashion that depends
only on G,H and so that g(A)→ 0 as A→ 0.

For instance, the function Adim(H) − dim(G)Adim(H)−1 could be abbrevi-
ated as A↑.

We write B = A? if B = c5A
κ2 . We write B = A−? if B = c6A

−κ2 . In a
similar fashion, we define B ≤ A?, B ≥ A?, etc.

For instance, the function vol(Γ\G)AdimG could be abbreviated as A?.

3.3. Metrics, measures, Lie algebra. The Euclidean norm on g defines
a left-invariant Riemannian metric on G, which descends to a metric on
X = Γ\G.

For g1, g2 ∈ G, we write g1
ε∼ g2 if the distance between g1 and g2 is

≤ ε. Similarly, we use the same notation x1
ε∼ x2 for x1, x2 ∈ X. We say a

finite subset of a metric space is δ-separated if the points all are at mutual
distance ≥ δ.

The Riemannian metric on G also gives a Haar measure on any subgroup
of G, in particular, all the intermediate subgroups between H and G. We
shall denote these measures by dvol. If Q is a subgroup of G, we may use
this Haar measure to speak of the volume vol(x0Q) of any closed Q-orbit
on X. By contrast, we shall use either the letters µ or ν to denote the
Q-invariant probability measure on x0Q.

We set ‖g‖ := maxij
(
|ρ(g)|ij , |ρ(g−1)|ij

)
.

We note that, for some constant ι3

(3.3) ‖g−1‖ = ‖g‖, ‖g1g2‖ ≤ N‖g1‖‖g2‖, ‖Ad(g)‖op ≤ ι3‖g‖
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Here ‖ · ‖op denotes the operator norm w.r.t. the chosen Euclidean norm on
g and the last inequality follows since we assume that the adjoint represen-
tation occurs in ρ. A consequence of (3.3) is

(3.4) d(xg, yg) ≤ ι3‖g‖d(x, y)

either for x, y ∈ X or x, y ∈ G.

3.4. Intermediate subgroups. For each intermediate subgroup H ⊂ S ⊂
G, we let S0 be the connected component of the identity in S, and let S̃ be
the normalizer of the Lie algebra s; thus S0 ⊂ S ⊂ S̃; moreover, the index
[S̃ : S0] is finite by virtue of the assumption that h has trivial centralizer.
Also, S̃ is “a real algebraic group”, i.e. consists of the real points of an
algebraic subgroup of G defined over R. The following will be proved in §A.

3.4.1. Lemma. Suppose H ⊂ G is semisimple and that h has trivial central-
izer in g. Then H is not contained in any proper parabolic subgroup of G.
Moreover, there are only finitely many intermediate subgroups H ⊂ S ⊂ G.
Each such S is semisimple without compact factors.

Although we shall not explicitly introduce notation for it, it is convenient
to regard as fixed a choice of maximal compact subgroup of S, for every
intermediate subgroup H ⊂ S ⊂ G.

3.5. Balls in intermediate subgroups. For each connected intermediate
subgroup S ⊃ H, we shall define a certain increasing family of balls BS(T )
(sometimes denoted BT

S ). These balls have the following properties:
(1) BS(T ) ⊂ BS(T ′) if T ≤ T ′:
(2) BS(T ) ⊂ {s ∈ S : ‖s‖ ≤ T}.
(3) (a) If Ω ⊂ S is compact, there exists c = c7(Ω) so that Ω.BS(T ).Ω ⊂

BS(cT );
(b) As Ω ↓ 1, we may take c→ 1.

(4) The volume BS(T ) grows as a positive power of T (up to logarithms),
see (6.12) for the precise statement.

The construction is slightly elaborate; taking simply BS(T ) = {s ∈ S :
‖s‖ ≤ T} is fine when S is almost simple, but gives rise to “hyperbola-like”
balls in the semisimple case, so a slight modification is needed. The reader
need not pay too much attention to the precise details of the construction.

Fix for each such S an isogeny

(3.5) Φ :
I∏
i=1

Si → S

from a product of connected, almost-simple groups onto S. We put, for S
connected,

BS(T ) := Φ
{

(s1, . . . , sI) : ‖Φ(si)‖ ≤ N−1T 1/I for i = 1, . . . , I
}
.

It would be possible to define corresponding sets in the disconnected case,
but we do not need this.
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3.6. Noncompactness. For x ∈ X we set:

ht(x) := sup
{
‖Ad(g−1)v‖−1 : Γg = x, v ∈ gZ \ {0}

}
S(R) := {x ∈ X : ht(x) ≤ R}.

In words ht(x)−1 is the size of the smallest nonzero vector in the lattice
Ad(g−1)gZ ⊂ g corresponding to x = Γg. Note that we have ht(x) � 1 for
all x ∈ X.

As follows from reduction theory the set S(R) is a compact subset of
X. Indeed, every x ∈ S(R) may be expressed as x = Γg, where Ad(g) has
operator norm ‖Ad(g)‖op � R w.r.t. the norm on g.

We note that

(3.6) ht(xg) ≤ ι3‖g‖ht(x).

Moreover, there are constants ι4 and κ3 so that

(3.7) g 7→ xg from G to X is injective for d(g, 1) ≤ ι4ht(x)−κ3 .

That statement follows by considering a basis for the lattice Ad(g−1)gZ
corresponding to x = Γg. We shall refer to ι4ht(x)−κ3 as the injectivity
radius at x.

We shall require the following lemma, which relies on the mentioned lin-
earization technique [32] and on our technical assumption in §1.2 that the
centralizer of h is trivial (in the form of Lemma 3.4.1). The proof is given
in Appendix B.

3.6.1. Lemma. (1) There exists R1 ≥ 1 so that any H-orbit on X in-
tersects S(R1);

(2) There are constants c8 and κ4 so that, for any H-invariant measure
µ,

µ({x /∈ S(R)}) ≤ c8R
−κ4

In particular, we may chooseR0 so large that, for anyH-invariant measure
µ, we have µ(X \S(R0/2)) ≤ 10−11. The set S(R0) will occur throughout
our paper as a convenient choice of compact. We shall refer to it as Xcpct.

3.7. Sobolev norms. In dealing with analytic questions on X = Γ\G, we
shall make systematic use of a certain family of Sobolev norms. While there
is overhead in developing their basic properties, they offer a clean formalism
for analysis on homogeneous spaces.

Recall that we have chosen an orthonormal basis for g. This defines for
every d ≥ 0 a system of L2-Sobolev norms Sd on C∞c (X):

(3.8) Sd(f)2 :=
∑
D
‖ht(x)dDf‖2L2 ,

where the sum is taken over D ∈ U(g), the universal enveloping algebra of
g, which are monomials in the chosen basis of degree ≤ d.
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Although defined for all d, we use this norm only for sufficiently large
values of d such that Sd majorizes pointwise values of derivatives; see the
important comment below.

We note that Sd defines a Hermitian norm on C∞c (X). It has the following
basic properties: there exists some κ5, which we may assume to be larger
than dim(G) for technical convenience later, so that

(3.9) ‖f‖L∞ �d Sd(f), for d ≥ κ5 and f ∈ C∞c (X)

and for every d there exists6 an integer d′ > d

(3.10) Trace(S2
d |S2

d′) <∞

This means: if we complete C∞c (X) in the norm defined by Sd′ to obtain
a Hilbert space Vd′ , the form Sd(f)2 = 〈Adf, f〉 is defined by a positive,
compact operator Ad : Vd′ → Vd′ with finite trace. In alternate terms, there
exists an orthonormal basis {ei} w.r.t. Sd′ so that

∑
i Sd(ei)2 <∞.

To establish (3.9) and (3.10), we use (3.7) and reduce to RdimG via coor-
dinate patches. We give details in §5.

We note that there is κ6 and ι5(d) (where the latter depends also on d)
so that

(3.11) Sd(g.f) ≤ ι5(d)‖g‖κ6dSd(f) for any f ∈ C∞c (X) and g ∈ G

Here g ∈ G acts on a function f defined on X by (g.f)(x) = f(xg). To see
this, combine (3.3), (3.6), (3.8).

If f1, f2 ∈ C∞c (X), then,

(3.12) Sd(f1f2)�d Sd+κ5(f1)Sd+κ5(f2),

as may be deduced from the definition and (3.9).
Once d ≥ κ5 + 1 we have

(3.13) ‖f − g.f‖L∞ �d d(e, g)Sd(f)

This follows from (3.9) applied to the partial derivatives of f and by inte-
grating the directional derivative of f along a geodesic curve connecting x
and xg.

3.8. Notational conventions concerning Sobolev norms. We observe
two very important notational conventions concerning Sobolev norms.

Throughout this paper, when we write Sd, we always assume that d ≥
κ5 + 1.

Moreover, in any statement that makes reference to a Sobolev norm Sd,
the implicit constants in the symbol � are permitted to depend on d.

As an example of these conventions: (3.12) could be legitimately abbre-
viated by Sd(f1f2)� Sd+κ5(f1)Sd+κ5(f2).

6In this discussion of traces, we draw heavily on the work [2] of Bernstein and Reznikov.
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3.9. L2-spaces. If ν is a measure, we denote by L2(ν) the associated L2-
Hilbert space and by L2

0(ν) the orthogonal complement of the constant func-
tion.

In some cases, it will be more natural to use L2
0 to denote the orthogonal

complement of locally constant functions: for instance, if the support of ν is
disconnected. We will always indicate clearly when this is the case.

3.10. Almost invariant measures. For any g ∈ G and any measure ν
on X, we denote by νg the translated measure that is defined via νg(f) =∫
f(xg)dν(x) for f ∈ Cc(X) or equivalently νg(B) = ν(Bg−1) for any mea-

surable B ⊂ X.
In what follows, we shall define several notions of a measure being almost

invariant. More precisely, these notions will be almost invariant w.r.t. to
a Sobolev norm S = Sd. We will sometimes omit reference to the Sobolev
norm if it is clear from context.

We say that µ is ε-almost invariant under g ∈ G if

|µg(f)− µ(f)| ≤ εS(f), f ∈ C∞c (X)

We say that it is ε-almost invariant under a subgroup Q, if it is ε-almost
invariant under every q ∈ Q with ‖q‖ ≤ 2. We say that it is ε-almost
invariant under Z ∈ g if it is ε-almost invariant under every exp(tZ) with
|t| ≤ 2.

These notions satisfy all the expected properties: e.g. if a measure is
ε-almost invariant under Z1, Z2 ∈ g with ‖Z1‖, ‖Z2‖ ≤ 2, it is ε?-almost
invariant under Z1 + Z2.

A list of such properties is given, with proofs, in §8.

3.11. Spectral gap. There exists an integer pG, depending only on G, with
the following property.

Let H ⊂ S ⊂ G be as before, and let x0 ∈ X be so that x0S is a
closed connected orbit. Let ν be the S-invariant probability measure on
x0S, and L2

0(ν) the orthogonal complement of the constant function. Then
L2

0(ν)⊗(pG−1) is tempered as an S-representation; for a review of this notion,
see §6.2. This applies, in particular, to the measure µ as in the statement
of Theorem 1.3. We discuss in §6 the origins of that statement and its
consequences that we will need.

4. Outline of the proof of Theorem 1.3.

This section is intended as a summary of the paper. We give a detailed
outline of the proof of Theorem 1.3, giving references and comparisons to
the non-effective proof in §2. The actual proof of the Theorem is given,
along the lines indicated here, in §16.

While this outline is intended to be a reasonable résumé of the proof, we
nonetheless have not indicated all the technicalities that are involved in the
complete proof.
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We remark that the presentation of this section is designed so as to match
§2. The order in which results are discussed here, therefore, does not always
match the order in the body of the paper. 7

4.1. Setup. Let, for the whole section, G, H, Γ, X = Γ\G, and µ be as in
the statement of Theorem 1.3. Let S ⊃ H be a closed subgroup. As in the
proof in §2 we let r be an Ad(H)-invariant complement of the Lie algebra
s of S in g. Recall that we have fixed a one-parameter unipotent subgroup
u(t) of H that projects nontrivially to each simple factor.

We shall assume that µ is almost invariant under S, and will demonstrate
that either it is almost invariant under a larger subgroup; or µ is supported
on a closed S-orbit of small volume.

4.2. Outline of the steps. As discussed in §1.5 one can regard the proof
in three steps:

(1) Ergodic theorem. The assertion that “most points are generic” is
used in §2.4 in the ineffective proof, and appears as Proposition A
(§4.3).

(2) Nearby generic points give additional invariance. A form of this
statement appears in §2.5 in the ineffective proof; an effective form
will be given here in Proposition B (§4.4).

(3) Dichotomy: If we cannot find two nearby generic points, as above,
then necessarily µ was supported on a closed S-orbit of small volume.
This appears in §2.6 of the ineffective proof, and an effective form
will appear here as Proposition C (§4.5). The proof of this is the
most involved argument of the paper, involving a closing result for
actions of semisimple groups: an “almost-closed” orbit is near a
closed orbit.

The conclusion of the non-effective proof, §2.7, makes use of some seem-
ingly trivial principles: If µ is invariant under S and under g∗ /∈ S, then
it is invariant by a strictly larger subgroup S∗ ⊃ S; and, if µ(xS) > 0,
then µ is the S-invariant measure on the closed orbit xS. To get the main
Theorem from Propositions A, B and C requires that these facts be made
effective. We discuss these issues in §4.6 and conclude the sketch of proof of
the theorem in §4.7.

4.3. Effective ergodic theorem (§2.4). Fixing a suitable big integer M
– the choice depends only on G – we say that a point x ∈ X is [T0, T1]-
generic w.r.t. µ if the natural probability measure on {u(t)x}TM≤t≤(T+1)M

approximates µ to within an error of about T−1, whenever T ∈ [T0, T1] is
an integer. The choice of M and a precise formulation of this is to be found
in the discussion around (9.1).

7The primary reason for this is that a certain group of results, which are used at
different points in the argument, have their roots in the polynomial divergence properties
of unipotent flows. Therefore, we treat them together in the body of the paper.
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Proposition A. (Proposition 9.3) Let H ⊂ S ⊂ G, S connected. Suppose
that µ is ε-almost invariant under S w.r.t. Sd, for d ≥ κ5 + 1. Then there
exists β ∈ (0, 1/2), d′ > d, depending only on G, H, and d, so that:

Whenever R ≤ ε−β and T0 > 0, the fraction of points (x, s) ∈ X ×BS(R)
(w.r.t. µ resp. the Haar measure on S) for which x.s is not [T0, ε

−β]-generic
w.r.t. Sd′ is �d T

−1
0 .

This assertion is the effective replacement of the discussion of §2.4.
Let us contrast more carefully the above statement with that of §2.4.

The Birkhoff ergodic theorem says, roughly speaking, that the measure of
[T0,∞)-generic points approaches 1, as T0 → ∞ (but doesn’t give an error
either in the rate of genericity nor in the measure of the set). §2.4 isolates a
large subset E of such points. In the context of §2.4, because the measure µ
was exactly S-invariant, the set of pairs (x ∈ X, s ∈ S) so that xs ∈ E has
large measure.

In the almost-invariant context, one obtains only that the set of pairs
(x ∈ X, s ∈ S) so that xs is very close to E has large measure. In particular,
for such pairs (x, s), the point xs is not [T0,∞)-generic, but only [T0, T1]-
generic, where the size of T1 depends on the strength of the notion of very
close.

This discussion accounts for the difference in formulation between Propo-
sition A and §2.4.

Proposition A is proved using the quantitative information about decay
of correlations provided by the spectral gap. It also makes use of the trace
estimate in (3.10).

4.4. Nearby generic points give additional invariance (§2.5). We
refer to (3.2) for the notation r1, for r ∈ r.

Proposition B. (Proposition 10.2) Let d ≥ κ5 + 1. There exists constants
κ7 > 0 and κ8 > κ9 > 0 so that:

Suppose µ1, µ2 are H-invariant measures, that x1, x2 ∈ X satisfy x2 =
x1 exp(r) for some nonzero r ∈ r, and that xi is [‖r‖−κ9 , ‖r1‖−κ8 ]-generic
w.r.t. µi and a Sobolev norm Sd (for i = 1, 2). Then there is a polynomial
q : R→ r of degree ≤ dim(g), so that:∣∣∣µexp q(s)

2 (f)− µ1(f)
∣∣∣�d ‖r1‖κ7Sd(f), 1 ≤ s ≤ 21/M

If r1 6= 0, then maxs∈[0,2] ‖q(s)‖ can be set to be one.8 Moreover, if µ1 = µ2 is
ε-almost invariant under S, then µ1 is�d max(ε, ‖r‖κ7)1/2-almost invariant
under some Z ∈ r with ‖Z‖ = 1.

This Proposition, based on polynomial divergence, constitutes an effec-
tive version of the discussion from §2.5. More specifically, when applied with

8However, we will need to set this maximum equal to some constant that depends only
on G and H.
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µ1 = µ2, it yields an effective version of Lemma 2.5.1.9 The generalization
to two distinct measures µ1 6= µ2 requires no effort, and is technically conve-
nient for certain other applications (e.g., when studying two distinct closed
S-orbits).

The proof of this Proposition is an obvious quantification of §2.5. The
Proposition and related ideas have several corollaries that will be used later
in the proof. In particular, it implies a quantitative version of the isolation
of distinct closed S-orbits.

4.5. Dichotomy (§2.6).

Proposition C. (Proposition 14.2) Given a connected intermediate sub-
group H ⊆ S ⊆ G, ζ ∈ (0, 1), and dS ≥ 1, there exists ξ and d′ depending
only on dS, ζ, G, H, and ε0 = cζ,dS > 0, so that:

Suppose for some ε ≤ ε0 that
(1) µ is ε-almost invariant under S, with respect to the Sobolev norm
SdS , and that

(2) µ(xS) = 0 for all closed S-orbits of volume ≤ ε−ζ .
Then there exists x1, x2 so that x2 = x1 exp(r), r ∈ r, ‖r‖ ≤ εξ, and x1, x2

are both [‖r‖−κ9 , ‖r1‖−κ8 ]-generic w.r.t. Sd′.

This proposition is an effective analog of §2.6, in particular, an effective
analog of Lemma 2.6.1. However, the proof is considerably more involved.
It necessitates, in particular, an “effective closing result”: the assertion that
if an orbit xS is “almost closed”, there exists x′ near x that has a closed
orbit of not too large volume.

We devote most of the present subsection to explaining the proof of Propo-
sition C. We begin by enunciating two results which are, in spirit, quite
close to Proposition B (= Proposition 10.2); for, like that Proposition, they
are based in concept on the polynomial divergence properties of unipotent
flows. For that reason, in the text, they are proved immediately after Propo-
sition 10.2.

4.5.1. Lemma. (Lemma 10.3.1) (Quantitative isolation of periodic orbits
for semisimple groups) There are constants κ10 and κ11 with the following
property.

Suppose H ⊂ S ⊂ G. Let x1, x2 ∈ X be so that xiS are closed orbits with
volume ≤ V . Then either:

(1) x1 and x2 are on the local S-orbit, i.e. there exists some s ∈ S with
d(s, 1) ≤ 1 and x2 = x1s, or

(2) d(x1, x2)� min(ht(x1),ht(x2))−κ10V −κ11.

The Lemma in combination with Lemma 3.6.1 implies, in particular, that
the total number of closed S-orbits with volume ≤ V is bounded by a poly-
nomial in V .

9See §1.7 for a discussion of the origins of that argument.
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Proposition C1. (Proposition 11.1) Let S ⊃ H. There exists some V0

depending on Γ, G, and H and some κ12 > 0 with the following property.
Let V ≥ V0 and suppose µ(Y ) = 0 if Y is any closed S-orbit of volume ≤ V .
Then:

(4.1) µ
({
x ∈ X : there exists x′ V

−κ12∼ x with vol(x′S) ≤ V
})
≤ 1/2

This Proposition is again based on polynomial divergence. For each closed
orbit x′S as in (4.1), the µ-mass of a V −κ12-neighbourhood of x′S is quite
small. The idea of this is that one can linearize the flow in the neighbourhood
of x′S and thereby understand it completely. Taken in combination with
Lemma 4.5.1 (10.3.1), this yields the claimed result.

Proposition C2. (Proposition 13.1) Let H ⊂ S ⊂ G, with S connected.
Let δ ≤ 1 ≤ N . There exists some T0 = T0(Γ, G,H,N) with the following
property:

Let T ≥ T0 and let v = volBS(T ). Suppose that {s1, . . . , sk} ⊂ BS(T )
is 1

10 -separated, that k ≥ v1−δ, and that there exists x ∈ Xcpct so that

xsi
T−N∼ xsj. Then there is x′ T

−N↑
∼ x so that x′S is a closed orbit of volume

≤ T δ↓.

This result constitutes an effective “closing Lemma” for actions of semisim-
ple groups on homogeneous spaces. It uses spectral gap and, roughly speak-
ing, the connection between spectral gap and the asymptotics of lattice point
counts, see e.g. [56].

Idea of proof. Choosing a representative g0 ∈ G for x, the fact that xsi
is close to xsj means that there is an element γ ∈ Γ that moves g0si near
to g0sj . Thereby, one constructs a whole collection of elements of Γ near to
g0Sg

−1
0 .

We first establish that all these elements must themselves lie on a different
conjugate g′0Sg

′−1
0 . Here g′0 ∈ G is very close to g0. This uses, in particular,

the arithmetic nature of Γ. A baby version of this argument is the fact that,
if three points in Z2 ∩ [−N,N ]2 all lie within 1

100N of a certain line in the
plane, then they must exactly lie on a nearby line.

Next, we show that the existence of so many elements in Γ that lie inside
g′0Sg

′−1
0 force the subgroup g′0Sg

′−1
0 ∩ Γ to be a lattice. This step uses a

spectral gap. A simple statement with the same general flavor as what we
need is the following: Suppose we are given a discrete subgroup Λ ⊂ SL3(R)
so that

(4.2) lim
T→∞

#{m ∈ Λ, ‖m‖ :=
√

Trace(m.mt) ≤ T}
T 5.9

=∞

Then Λ is a lattice. (For comparison, the asymptotic for SL3(Z) is T 6.)
This statement may be derived from Property (T). (The fact that Λ

has many elements translates to the existence of a subrepresentation of
L2(Λ\SL3(R)) near to the trivial representation.) The precise form of what
we use is somewhat different and is stated in Proposition 12.2, part (2).
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Therefore, we have established that x′ := Γg′0 is close to x = Γg0, and x′S
is a closed S-orbit. A more detailed study shows that the volume of x′S is
also small. �

Now, we sketch the proof of Proposition C.
By Proposition A, for “most” x ∈ X, the measure of Bx := {s ∈ S :

xs generic} is “large.” (Here “generic” means the notion specified in the
statement of Proposition C.)

More is true: let O be a small neighbourhood of the identity in S. Given
x ∈ X, let B′x consist of s ∈ S so that vol(sO ∩ Bx) > 0.99 vol(O). By
Fubini’s theorem, the volume of B′x is large for “most” x. (Compare the
usage of Fubini’s theorem in §2.6.)

Supposing, for simplicity, that X were compact, we cut X into boxes of
size ε?. Let us observe that if one such ε? box contained a large fraction
of the volume of x.B′x, then Proposition C2 would show that there is x′,
very near to x, so that x′S is closed. Proposition C1 shows that this cannot
happen, at least for “most” x. Therefore, Proposition C1 shows that, for at
least one x ∈ X, no single ε?-box contains a large fraction of the volume of
Bx.

Consequently, for at least one x ∈ X, there exist two distinct but close
ε?-boxes, each of which contain a point of the form xs, s ∈ B′x. It is easy to
see – by “adjusting along the S-direction” – that this implies the conclusion
of Proposition C.

4.6. Effective version of §2.7. In this section, we discuss some of the
results which effectivize the rather trivial-seeming principles used implicitly
in §2.7. After this, we present the proof of Theorem 1.3.

Proposition D. (Proposition 8.1) Fix a Sobolev norm Sd; all notions of
almost invariance are taken with respect to this. Suppose that µ is ε-almost
invariant under a subgroup S and also under Z ∈ g such that Z ⊥ s and
‖Z‖ = 1 where s is the Lie algebra of S.

Then there is a constant κ13 so that µ is also c1(d)εκ13- almost invariant
under some subgroup S∗ with dim(S∗) > dim(S). If H ⊆ S, we may also
assume that H ⊆ S∗.

This is proved in §8, and effectivizes the statement “If µ is invariant under
S and under g∗ /∈ S, then it is invariant by a strictly larger subgroup S∗ ⊃ S”
used in §2.7. The difficulty may be seen in the following case: let S1 be an
intermediate subgroup, and suppose that Z lies almost in the Lie algebra of
S1. Then, in the statement of the proposition, one wants to take S∗ = S1

rather than the group S2 generated by H and exp(Z). Indeed, because Z
lies almost in S1, the subgroup H and the element exp(Z) generate S2 very
“inefficiently.”

We deduce it from the corresponding Lie algebra statement. Given T =
{t1, . . . } ⊂ g, we set T (k) to be the set of all possible iterated Lie brackets
of the tis of depth ≤ k.
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Proposition E. (Proposition 7.1) There exists an integer k and some κ > 0
depending only on G with the following property. For any orthonormal subset
T = {t1, . . . } of g, and 0 < δ < 1 there exists a subalgebra w ⊂ g with
orthonormal basis w1, w2, . . . satisfying:

(1) For each wi, there exists a linear combination w′i =
∑

t∈T (k) ctt, with
ct ∈ R satisfying |ct| ≤ δ−k, so that ‖wi − w′i‖ � δκ.

(2) Each t ∈ T is within δ of w (i.e. minw∈w ‖w − t‖ ≤ δ).
If the linear span 〈T 〉 of T contains a subalgebra h, then there exists k and
κ depending on the pair (h, g) so that (1) and (2) hold and, in addition,
h ⊂ w.

In explicit terms, w is a Lie subalgebra that is efficiently generated by
small perturbations of the elements of T . The proof of this is (at least
intuitively) clear, the ti span an “almost-subalgebra” in an efficient way, and
because the space of subalgebras of g is compact, this almost-subalgebra is
near a genuine algebra. We will use the Lojasiewisz inequality to carry that
argument through in an effective way.

Proposition F. (Proposition 15.1) Let x0 ∈ X be so that x0S is a closed
orbit of volume V , for some connected S ⊃ H. Suppose µ is a probability
measure on x0S that is ε-invariant under S w.r.t. a Sobolev norm Sd. Let
ν be the S-invariant probability measure on x0S.

Then there are κ14 and κ15 so that

(4.3) |µ(f)− ν(f)| �d V
κ14εκ15/dSd(f) for f ∈ C∞c (X).

In particular, there are constants κ16, κ17 > 0 such that if V ≤ ε−κ16/d

then µ and ν are εκ17/d-close:

|µ(f)− ν(f)| �d ε
κ17/dSd(f) for f ∈ C∞c (X).

This result is an effective version of the statement “µ(xS) > 0 implies
that µ is the S-invariant measure on the closed orbit xS.” To prove it, let
χ ∈ Cc(S) be a positive compactly supported function on S with integral
one. For a smooth function f as in (4.3), the values µ(f) and µ(f ? χ) are
approximately the same by almost invariance. However, repeated applica-
tions of the convolution operator f 7→ f ? χ makes f converge to a constant
function, whence the result.

4.7. The theorem is as easy as ABC. Say that µ is [S, ε, dS ]-almost
invariant if it is ε-almost invariant under a connected subgroup S ⊃ H,
w.r.t. dS . Propositions D and F, from the previous section, easily convert
Propositions A,B,C to the following dichotomy:

Lemma. (§16.1) Suppose that µ is [S, ε, dS ]-almost invariant. There exists
constants κ18(dS), κ19(dS), κ20(dS), and d′S = d′S(dS , G,H) so that for any
ε sufficiently small (i.e. ε� 1) either:

• |µ(f) − µx0S(f)| �dS εκ19(dS)SdS (f), for some closed orbit x0S of
volume ≤ ε−κ18(dS).
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• The measure µ is [S∗, c2(dS)εκ20(dS), d′S ] almost invariant, where the
connected subgroup S∗ ⊃ H has larger dimension than S.

Iterating this lemma yields Theorem 1.3.

5. Basic properties of Sobolev norms.

5.1. Bounding the L∞-norm. We extend the notion of Sobolev norm to
Rn. We define for f ∈ C∞(Rn) and the open set Bε = (−ε, ε)n ⊂ Rn the
Sobolev norm

Sd,Bε(f)2 =
∑
|α|≤d

‖f (α)‖2L2(Bε)
,

where f (α) denotes the α-partial derivative, and the sum is extended over
all multi-indexes α of degree ≤ d.

The following establishes (3.9).

5.1.1. Lemma. Let n ≥ 1. There exists a constant c(n) for which

(5.1) |f(x)| ≤ c(n)ε−nSn,Bε(f)

for all ε ≤ 1, f ∈ C∞(Rn), and all x ∈ Bε.
Moreover, there exists a constant c1(d) and κ5 such that, whenever D ∈

U(g) has order ≤ r,

(5.2) |ht(x)rDf | ≤ c2(r,D)Sd+r(f)

for all f ∈ C∞c (X) whenever d ≥ κ5.

Proof. The statement in (5.1) follows for n = 1 quite easily: If there is
no |f(y)| smaller than 1

2 |f(x)| the statement is clear, otherwise the first
derivative will have an integral ≥ 1

2 |f(x)|. Using Fubini’s theorem (5.1)
follows by induction on n.

Let now x ∈ X and f ∈ C∞(X). We consider the function g 7→ f(xg) in
a ball of the form d(g, 1) ≤ ι4ht(x)−κ3 , which by (3.7) is an injective image
of the corresponding ball in G. Choosing a coordinate chart for G around
the identity, we transfer the question to RdimG and apply (5.1).

�

5.2. Trace estimates. We are going to use the following basic properties
of the relative trace. See the paper of Bernstein-Reznikov [2, App. A] for a
more careful development of these ideas. The relative trace of two Hermitian
forms A and B (the latter being positive definite) on a complex vector space
V is defined as

Tr(A|B) =
∑
i

A(ei)
B(ei)
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if V is finite-dimensional and e1, . . . is an orthogonal basis of V with respect
to B. 10 In the infinite dimensional case we define

Tr(A|B) = sup
W⊂V

Tr(AW |BW )

where the supremum goes over all finite dimensional subspaces W of V and
AW , BW are the restrictions of A and B to W . Then

Tr(A|B) ≤ Tr(A′|B) if A ≤ A′ and Tr(A|B′) ≥ Tr(A|B) if B ≥ B′

for any Hermitian forms A, A′, B, and B′ on V . Here A ≤ A′ means that
A(v) ≤ A′(v) for all v ∈ V . If A ≤ B then Tr(A|B) =

∑
iA(ei) where e1, . . .

is an orthonormal basis w.r.t. B. This was already claimed in §3 and follows
from [2, Prop A.2]11.

We will be using that notion and these facts also in the case of a general,
not necessarily positive definite, Hermitian form B, but only in the case
when A is zero in the radical of B (the latter being the subspace where B
is zero). In this case, the trace is defined as the trace on the quotient of V
by the radical.

Although we do not explicitly use it, the following gives a helpful “nor-
malization” of the idea of relative traces. Suppose N1, N2, . . . , Nr are Her-
mitian norms on V , so that Ni is bounded by a multiple of Ni+1; and the
relative trace Tr(Ni|Ni+1) is finite. Then there exists an orthogonal basis
e1, . . . , ek, . . . for the completion of V with respect to Nr, so that N1 is also
diagonal with respect to this basis, and moreover:

(5.3) sup
j
jr−1N1(ej)

Nr(ej)
<∞.

5.3. Proof of (3.10). For x ∈ X, consider the linear form on C∞c (X) given
by:

Lx : f 7→ ht(x)rDf,

where D is a monomial in the chosen orthonormal basis of g with degree
≤ r. By Lemma 5.1.1,

(5.4) Trace(|Lx|2|S2
d) < c2(r,D)2

whenever d ≥ κ5 + r. Integrating (5.4) over x ∈ X, and summing over D,
yields (3.10) (cf. [2, App. A, Prop. 1]). �

10This is well defined since it equals Tr(B−1A) if we consider A and B as maps to the
Hermitian dual V + of V .

11In [2, App. A] continuous Hermitian forms on a topological vector space were con-
sidered, but with A ≤ B both forms become continuous w.r.t. the norm derived from
B.
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6. Basic properties pertaining to spectral gap.

Our primary aim in this section is to prove the following result, as well
as establishing enough background on spectral gap to take advantage of it.

6.1. Proposition. Notation being as in §1.1, let H ⊂ S ⊂ G. Let x ∈ X,
and Sx the stabilizer of x in S.

Then the action of S on the orthogonal complement to locally constant
functions in L2(Sx\S) has a spectral gap. Moreover, that spectral gap de-
pends only on G,H.

We observe that, in the case when H has property (T), this result is
obvious.

6.2. The spectral gap and tempered representations. For general ref-
erence on semisimple groups, see [72]. We refer also to [54] where the relation
of spectral gap and matrix coefficient decay is discussed and used. Let S be
a (not necessarily connected) semisimple real group with finite center.

6.2.1. Spectral gap: definition. We say that a unitary representation (π, V )
of S – not necessarily irreducible – possesses a spectral gap if 12 there is a
compactly supported probability measure ν on the connected component of
S, and δ > 0, so that:

‖π(ν)v‖ < (1− δ)‖v‖, (v ∈ V ).

It is equivalent to say that the “irreducible constituents of π,” as a subset
of the unitary dual of S0, are isolated from the trivial representation in the
Fell topology.

6.2.2. Tempered: definition. We say that an irreducible, unitary representa-
tion π of S is tempered if it is weakly contained in the regular representation
L2(S). We say that a unitary representation (π, V ) is tempered if it may be
disintegrated into tempered representations.

It is equivalent to ask [9, Theorem 1] that there exist a dense subset V ⊂ V
so that s 7→ 〈π(s)v, w〉 belongs to L2+ε(S) for each v, w ∈ V and ε > 0.13 It
is also equivalent to ask that the restriction of π to the identity component
of S be tempered; or that the pull-back of π to any finite covering of S be
tempered.

If π is an irreducible representation of S with compact kernel, then there
exists an integer m ≥ 1 so that π⊗m is tempered. This provides a useful

12It would be more usual to make this definition without the connected component
restriction; the present definition is more convenient for our purposes.

13More precisely, that Theorem asserts that, if v ∈ V is so that the diagonal matrix

coefficient 〈π(s)v, v〉 belongs to L2+ε, then the representation of S on 〈Sv〉 is weakly
contained in the regular representation. This means that the diagonal matrix coefficient
〈π(s)v, v〉 is uniformly approximable, on compacta, by convex combinations of diagonal
matrix coefficients associated to the regular representation. Clearly, if this property is
valid for a bounded sequence vi, it is also valid for any limit of the vis; whence the stated
conclusion.
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measure how close to tempered a representation is: We say a unitary repre-
sentation π is 1/m-tempered if π⊗m is tempered. (It is equivalent to say that
it is L2m+ε for all ε > 0; the latter phrasing appears often in the literature.)

6.2.3. Relations between spectral gap and temperedness. If S is semisimple,
then a tempered representation has a spectral gap, see e.g. [54]. On the
other hand, if S is almost simple,

(6.1) If (π, V ) possesses a spectral gap,

then π is 1/m-tempered for some m ≥ 1.

This assertion is well-known, and follows from results of Cowling [8, The-
orem 2.4.2, Theorem 2.5.2] for groups with property (T ), and in the general
case from the work of C. C. Moore [52, Theorem 3.5, Proposition 3.6]. It
is rather remarkable. The property of having a spectral gap is “local” in
nature: it depends on the action of group elements near the identity. On
the other hand, the property of being 1/m-tempered constrains the action
of group elements very far from the identity.

This ((6.1)) is false if S is not almost simple. According to our definition,
the representation 1⊗ L2(SL2(R)) of SL2(R)⊗ SL2(R) possesses a spectral
gap. However, it is not 1/m-tempered for any m ≥ 1.

6.3. Some facts on matrix coefficients. We restrict, in the present sec-
tion (§6.3), to the case of S connected. 14

S admits an Iwasawa decomposition S = N.A.K; here K is a maximal
compact subgroup of S which is the fixed point set of a global Cartan invo-
lution Θ : S → S. Accordingly, there is a projection HA : S → A. 15

We define the Harish-Chandra spherical function ϕ0 via the rule:

(6.2) ϕ0(s) :=
∫
k∈K

ρ(HA(ks))dk

where ρ : A→ R+ is the half-sum of the roots (counted with multiplicities)
of A acting on N , and dk is the probability Haar measure on K.
S also admits a Cartan decomposition S = KA+K. The function ϕ0

is bi-K-invariant and belongs to L2+ε(S), for every ε > 0. Moreover, in
obvious notation (see [35, Proposition 7.15(c)])

(6.3)
∣∣ϕ0(ka+k

′)
∣∣�ε ρ(a+)−1+ε,

for any ε > 0; the implicit constant here depends on the isomorphism class
of S only.

14This is mainly because of the lack of suitable references in general.
15 The notions we are about to define depend on the choice of K, although this de-

pendency is not very important. Moreover, we use the results of this section for S an
intermediate group between H and G; for such we have fixed a choice of maximal com-
pact after Lemma 3.4.1.
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Moreover, for any one-parameter unipotent subgroup u : R→ S we have
the bound 16

(6.4) |ϕ0(u(t))| �ε (1 + |t|)−1+ε.

It will be convenient to make a slight generalization of this definition to
handle some slight complications arising from groups with multiple simple
factors. If the connected group S is a direct product S1 × . . . Sk of almost
simple groups, we set:

(6.5) ϕwk
0 (s1, . . . , sk) = max

1≤i≤k
ϕ0,Si(si).

Even if S fails to be a direct product, i.e. is isogenous to a direct product,
there exists an isogeny

∏I
i=1 Si → S; the function ϕwk

0 defined on
∏I
i=1 Si

by (6.5) is bi-invariant by a maximal compact of
∏I
i=1 Si, and in particular

by the kernel of the isogeny. It thereby descends to S.

6.3.1. Lemma. Let F ⊂ S be bi-K-invariant, i.e. K.F.K = F . Then for
any p ≥ 1

(6.6)
vol(F )−1

∫
F
ϕ0(s)ds� vol(F )−1/3,

vol(F )−2

∫
F×F

ϕ0(ss′−1)1/pdsds′ � vol(F )−
2
3p .

The implicit constants in these estimates depend only on the isomorphism
class of S and the choice of Haar measure.

Proof. The first assertion follows by the duality between L3 and L3/2.
Next, let p ≥ 1, and consider

∫
F ϕ0(ss′−1)1/pds ds′. Let q satisfy 1/p +

1/q = 1; then, by duality between Lp and Lq,

vol(F )−2

∫
s,s′∈F

ϕ0(ss′−1)1/p ≤
(∫

F×F
ϕ0(ss′−1)

)1/p

vol(F )−2/pdsds′

Noting the identity
∫
K ϕ0(s1ks2)dk = ϕ0(s1)ϕ0(s2), cf. [35, (7.45)], we sim-

plify this to the second claim in (6.6). �

6.3.2. Bounds for matrix coefficients of tempered and 1/m-tempered repre-
sentations. If (π, V ) is a tempered representation of S, it is known [9] that:

(6.7) |〈s.v, w〉| ≤ ϕ0(s).‖v‖‖w‖(dim〈Kv〉)1/2.(dim〈Kw〉)1/2 (v, w ∈ V ),

where we write dim〈K·〉 for the dimension of the linear hull of the K-orbit
of the respective vectors.

16As can be deduced, e.g., by embedding u in an SL2(R).
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Fix a basis for the Lie algebra s of S. We may define a system of Sobolev
norms SVd on the smooth subspace17 of any unitary representation V via18

SVd (v)2 :=
∑
D
‖Dv‖2

where the sum is taken over D ∈ U(s), the universal enveloping algebra of
s, which are monomials in the chosen basis of degree ≤ d. Then

(6.8) 〈s.v, w〉 ≤ ckϕ0(s).SVk (v)SVk (w) (v, w ∈ V )

for s ∈ S, any integer k > (dimK)/2 and a constant ck ≥ 1.
We indicate a proof of (6.8). First v ∈ V (and similarly w ∈ W ) can

be written as a countable sum of orthogonal vectors v =
∑

ξ vξ (resp. w =∑
η wη) where ξ represents all possible irreducible representations Vξ of K

and vξ generates under K a representation isomorphic to several copies V mξ
ξ

of the irreducible representation (e.g. this decomposition can be obtained
by convolution of v with the characters associated with Vξ). Let dξ be
the dimension of the irreducible Vξ, then in fact mξ ≤ dξ (which follows
as a cyclic representation for a compact group is contained in the regular
representation). Therefore, we may apply (6.7) to each vξ and wη and sum
over all choices of ξ and η to obtain

|〈s.v, w〉| ≤ ϕ0(s)
(∑

ξ

‖vξ‖dξ
)(∑

η

‖wη‖dξ
)
.

Hence, we wish to estimate each sum on the right by the corresponding
Sobolev norm. For this notice that the irreducible representations Vξ of
K are in one-to-one correspondence with possible highest weight vectors ξ,
which correspond to lattice points in Zr where r is the rank of K. (The
case of an abelian K is more elementary, so we will assume in the following
K is semisimple.) Further, for every root α of the complexified Lie algebra
of K there is a corresponding complex linear combination Dα of derivatives
along elements of the Lie algebra of K. Also notice that for v belonging
to an irreducible representations of sl2 corresponding to highest weight n
we have either ‖Dαv‖ � n‖v‖ or ‖D−αv‖ � n‖v‖, where we assume that
±α are the roots of sl2. From these together we see a similar statement for
representations of K:

‖ξ‖`‖vξ‖ � SVK,`(vξ),
where SVK,` is the Sobolev norm of degree ` defined by using just derivatives
along K. Finally, by the Weyl dimension formula (see e.g. [34, Thm. V.5.84])
we have

dξ � ‖ξ‖|∆
+|,

17Here v ∈ V is smooth if the associated orbit map G
g 7→g.v→ V is smooth,

18It should be noted that, when specialized to the case of V = L2
µ(Γ\G), this gives

norms that do not coincide with the family of norms defined in (3.8). However, the latter
majorizes the former if we allow different indices and use (3.9) for as many derivatives
along s as needed.
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where ∆+ are the positive roots of K. We may combine these estimates to
obtain for k > (dimK)/2 that∑

ξ

‖vξ‖dξ �
∑
ξ

‖vξ‖‖ξ‖|∆
+| =

∑
ξ

‖vξ‖‖ξ‖
1
2

dimK+ 1
2 ‖ξ‖−

1
2

rankK− 1
2

≤
∑
ξ

SVK,k(vξ)‖ξ‖−
1
2

rankK− 1
2 ≤

(∑
ξ

SVK,k(vξ)2
) 1

2
(∑

ξ

‖ξ‖− rankK−1)
1
2

We notice that the last sum on the far right is finite and that(∑
ξ

SVK,k(vξ)2
) 1

2 = SVK,k(v)

as all partial derivatives (with respect to any derivative D along K) of vξ
and vη for ξ 6= η are orthogonal. This finishes the proof of (6.8).

Suppose, now, that (π, V ) is 1/m-tempered; in that case we have:

(6.9) 〈s.v, w〉 ≤ c′kϕ0(s)1/mSVk (v)SVk (w) (v, w ∈ V )

for s ∈ S.

6.3.3. Bounds for matrix coefficients in presence of a spectral gap. As we
have discussed (end of §6.2.3) it is possible for a representation to possess
a spectral gap, but not to be 1/m-tempered for any m ≥ 1. In order to
quantify the decay of matrix coefficients in such cases, we use the function
ϕwk

0 of (6.5).
If (π, V ) possesses a spectral gap, there exists ρ > 0, depending only on

this gap, such that the following majorization holds:

(6.10) 〈s.v, w〉 ≤ ck(ϕwk
0 (s))ρ.SVk (v)SVk (w) s ∈ S, (v, w ∈ V ),

for k > (dimK)/2.
By unitary decomposition it suffices to verify (6.10) for every irreducible

“constituent” of V , i.e. every irreducible unitary representation that weakly
occurs within V .

Take an isogeny
∏I
i=1 Si → S with each Si connected almost simple. Any

irreducible unitary representation of
∏I
i=1 Si factors as a tensor product

⊗Ii=1σi, where each σi is irreducible.
The assumption of spectral gap implies (cf. (6.1)) that there exists an

integer m so that every irreducible “constituent”, upon pullback to
∏I
i=1 Si,

is of the form σ = ⊗Ii=1σi, where there exists 1 ≤ i ≤ I so that σ⊗mi
is tempered as an Si-representation. Assume i = 1, the argument being
similar in general.

For v, w in the space of σ, put w′ := (1, s2, . . . , sI)−1w. Then:

(6.11) 〈(s1, . . . , sI)v, w〉 = 〈(s1, 1, . . . , 1)v, (1, s2, . . . , sI)−1w〉

� ϕ0(s1)1/mSk(v)Sk(w′) ≤ ϕwk
0 ((s1, . . . , sk))1/mSk(v)Sk(w).
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The very last step follows, because the Sobolev norms here are taken on
σ considered as an S1-representation, and in particular commute with the
action of S2 × · · · × SI . Our assertion follows.

6.4. Some estimates of volumes and matrix coefficients. In the present
section, H,G are as in §1.1.

Let H ⊂ S ⊂ G, with S connected. We claim that for T ≥ 2, and for any
ρ > 0,

(6.12) volBS(T ) ∼ vSTAS (log T )`S ,
1

volBS(T )2

∫
g,g′∈BS(T )

ϕwk
0 (gg′−1)ρ � T−ζSρ

for suitable vS , AS , ζS > 0, and `S ≥ 0 depending on S. Here f(t) ∼ g(t) if
f(t)
g(t) → 1 as t→∞.

The estimate on the volume follows from [27, Thm. 2.7], see also [1, 24,
26, 50]. (Actually, we do not need this level of precision, but it is convenient
to have an asymptotic.)

Indeed, notations as in (3.5), it suffices to compute the measure of the
inverse image of BS(T ) under Φ, i.e. the measure of

(6.13) ker(Φ) ·
∏
i

{s ∈ Si : ‖Φ(si)‖ ≤ N−1T 1/I}.

We can regard this as a certain union of sets, parameterized by the finite
kernel ker(Φ). The results stated in [27] implies an asymptotic for each
intersection of these sets, whence also an asymptotic for their union. The
reference [27] assumes that S connected. It also proves “Theorem 2.7” only
in a special case, deferring the general case to another paper. We note
however that Benoist and Oh [1] and Gorodnik and Nevo [24] have given a
lovely conceptual argument for such volume asymptotics.

Now, let us indicate the proof of the second assertion of (6.12). Take the
isogeny Φ :

∏I
i=1 Si → S from (3.5). Because max(aρ, bρ)� aρ+bρ, and the

Haar measure on S pulls back to the Haar measure on
∏
i Si, it is enough

to check, for each 1 ≤ i ≤ I, the average value of ϕ0(sis′−1
i ) over (6.13) is

bounded by a negative power of T . The set (6.13) is contained in a set of
the form

(6.14)
∏
i

{s ∈ Si : ‖Φ(si)‖ ≤ R}.

where R � T 1/I ; moreover, the sets (6.13) and (6.14) have comparable
volumes, by what we have just discussed.

We conclude that it is enough to check that, for each 1 ≤ i ≤ I, the
average of ϕ0(ss′−1)ρ over the set {(s, s′) ∈ Si, ‖Φ(s)‖, ‖Φ(s′)‖ ≤ R}, is
bounded above by a negative power of R.

That assertion, however, is an almost-immediate consequence of (6.6); we
need only enlarge {s ∈ Si : ‖Φ(s)‖ ≤ R} so that it is bi-invariant under a



EFFECTIVE EQUIDISTRIBUTION FOR CLOSED ORBITS 37

maximal compact of Si. This increases the volume by at most a constant
factor, by property (3) of §3.5 and the above volume estimate (which was
mentioned in property (4) of §3.5).

6.5. The representation of S(R) on an algebraic homogeneous space.
Having established basic definitions concerning tempered and 1

m -tempered
representations, we now show that certain naturally occurring examples,
viz., representations of the real points of an algebraic group, on the real
points of an (algebraic) homogeneous spaces, have such properties.

We say that, if V is a vector space over a field k, and G ⊂ GL(V ) is
an algebraic group, then v ∈ V is proper if, for any one-dimensional k-split
torus Gm ⊂ G and for any order on Gm, v does not belong to the sum
of non-negative weight spaces or, eqivalently, the orbit map from Gm to
Gmv is proper. (In other contexts the word stable is also often used for this
property.)

For example, if G = SL2, the irreducible (algebraic) representations of
G are precisely the representations on the space of degree m bivariate ho-
mogeneous polynomials, for m ≥ 1. According to the definition above, a
degree m polynomial is then proper exactly when there is no root in P1(k)
of multiplicity ≥ m/2.

We will use this notion when k = R. In this case, the set of proper points
is topologically open.

6.5.1. Lemma. Suppose S acts properly on a real manifold M . Then, if ν
is an S-invariant Radon measure on M , then L2(M,ν) is tempered as an
S-representation.

Recall properness of the action means that the map S ×M → M ×M ,
defined via (s,m) 7→ (sm,m) is proper.

Proof. Indeed, it suffices to verify that matrix coefficients s 7→ 〈sf1, f2〉,
when f1, f2 ∈ Cc(M), are in L2+ε(S). By properness, they are compactly
supported. �

6.5.2. Lemma. Suppose we are given a finite-dimensional algebraic repre-
sentation (ρ, V ) of SL2. Let M ⊂ VR be an SL2(R)-stable submanifold so
that every m ∈M is proper.

Then the action of SL2(R) on M is proper.

Proof. Let A = {at} be a diagonal torus within SL2(R). It suffices to verify
that the action of A on M is proper, in view of the Cartan decomposition.

Split V = ⊕Vn, where {at} acts on Vn by the character ent. Let V + (resp.
V −) denote the sum of Vn, n > 0 (resp. n < 0), and let π+ (resp. π−) denote
the natural projection of V onto V + (resp. V −). Let K be a compact subset
of M . Since M only contains proper vectors, there is a constant c > 0 such
that norms of all vectors from π+(K) and π−(K) are greater than c. From
this we easily get that, when t tends to 0 or to infinity and v ∈ K, the norm
of atv tends to infinity uniformly on K. Hence A acts properly on M . �
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6.5.3. Lemma. Suppose we are given a finite-dimensional algebraic repre-
sentation (ρ, V ) of SL2. Let ν be an SL2(R)-invariant Radon measure on
VR so that ν-almost all vectors v ∈ VR are not fixed by SL2(R). Then almost
all vectors in VR ⊕ VR, w.r.t. ν × ν, are proper.

Proof. If v1, v2 ∈ VR are not fixed by SL2(R), then v1 ⊕ gv2 is proper in
V ⊕ V for almost all g ∈ SL2(R). This, together with Fubini’s theorem,
implies the stated claim. �

6.5.4. Lemma. Let S be a semisimple R-algebraic group without anisotropic
factors, and let L ⊂ S be an algebraic subgroup of strictly lower dimension.
Let S resp. L be the real points of S resp. L. Then the right action of S on
L2(L\S) has a spectral gap.

Although this case does not arise in our application, one should interpret
L2(L\S) as the “unitary induction from L to S of the trivial representation,”
in the case where there fails to be an S-invariant measure on L\S.

Proof. It is easy to see that one may assume that L has no characters over
R. Otherwise, replace L by the intersection L′ of the kernels of all such char-
acters. Then L2(L′\S) weakly contains L2(L\S), and it suffices to prove the
theorem replacing L by L′. Similarly, we may assume that L is connected.

Fix a morphism from SL2 to S that projects nontrivially to any almost-
simple component of S. Then the measure of points in L\S fixed by SL2(R)
is zero.

There exists a representation (ρ, V ) of S and a rational vector vL ∈ V
so that the stabilizer of the line R.vL is precisely L. By assumption, L is
connected and has no R-characters, so L is the stabilizer of vL.

Let Y be the orbit of vL under S; it is an algebraic subvariety of V . Let
Y = Y(R). Then L\S is identified with an open subset of Y . Let ν be
the measure on Y corresponding to an S-invariant measure on L\S, which
exists since L is unimodular.

Consider V ⊕V as an SL2-representation. Consider Y ×Y ⊂ VR×VR. The
set of proper points M ⊂ Y × Y is an open subset of full measure (Lemma
6.5.3). So L2(Y × Y, ν × ν) = L2(M,ν × ν).

We apply Lemma 6.5.1–6.5.3 to conclude that the SL2(R)-action on the
tensor product L2(L\S)⊗2 is tempered. Therefore, the S-action on L2(L\S)
has a spectral gap. �

6.6. Property τ and its corollaries.

6.7. Proposition. Let S be an absolutely almost simple, simply connected
group over a number field F . Let v be a place of F . There is an integer
qS(Fv), which depends only on the isomorphism class of S(Fv), so that the
representation S(Fv) on L2

0(S(F )\S(AF )) is 1
qS(Fv)−1 -tempered.

In fact, the integer q may be taken to depend only on dim(S), but we
do not need this. We say “ 1

q−1–tempered”, rather than “1
q–tempered”, to
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absorb some annoying factors of ε at later stages in our proof (examples of
such factors can be seen in (6.4)).

The study of temperedness and the relationship to decay of matrix coef-
ficients goes back to the fundamental works [8, 9, 28, 29], but see also the
more recent works of [38, 39, 69]. Explicit (and rather “good”) values for
q could be derived from the work of H. Oh and Gorodnik-Maucourant-Oh:
[55] and [25, Cor 3.26]; these results give explicit (and “good”) rates of decay
for matrix coefficients. Indeed, in the nonarchimedean case when the rank
is ≥ 2, [55] is apparently the only place in the literature where the existence
of q is established.

Proof. We confine ourself to the case of v archimedean, which is the only
case we use in the present paper (cf. remarks above).

This follows from the solution to property τ which was completed by L.
Clozel [6]; this solution uses a variety of ingredients: the trace formula, prior
ideas of Burger and Sarnak [5], the ideas of Kazhdan on property T , and
work of A. Selberg for groups of type A1.

However, it does not follow from the main statement of [6], but rather
from the proof. Indeed, the statements of [6] a priori depend on the F -form
S, and not just the group S; however, the proofs give stronger statements.

If the real rank S(Fv) exceeds 1, the assertion is proved explicitly in [8,
Theorem 2.4]. If the real rank of S := S(Fv) equals 1, it is proven in [6] that
there exists a homomorphism H → S, where H is a real Lie group locally
isomorphic to SU(n, 1), some n ≥ 1, with the property that the pull-back
of L2

0(S(F )\S(AF )) is isolated from the identity as an H-representation.
Moreover, this notion of “isolated” is absolute, i.e. independent of S.

However, there exist only finitely many conjugacy classes of homomor-
phisms (of real Lie groups) from SU(n, 1) to S; see Lemma A.1.1. It follows
from that statement (cf. (6.1)) that the S-action on L2

0 has a spectral gap
depending only the isomorphism class of the real Lie group S, and therefore
there exists an integer qS as asserted.

�

6.7.1. Lemma. Notation being as in §1.1, let S ⊂ G; let xS be a closed
connected orbit of S on Γ\G. Let ν be the S-invariant probability measure
on xS.

There exists pG ≥ 1, which can be taken to depend only on dimG, so that
L2

0(ν) is 1
pG−1 -tempered as an S-representation.

Note that this means that L2
0(ν) is uniformly isolated (as one varies

the closed orbit xS) from the identity as an S-representation or as an H-
representation.

Proof. Replace S by xS0x−1 and ΓxS by ΓxS0x−1. It is easy to see that it
suffices to prove the statement in this setting.
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By the Borel-Wang density theorem, [43, Chapter II, Corollary 4.4] there
exists a semisimple connected Q-group S so that S is a finite index subgroup
of S(R). (Take the Zariski closure of Γ ∩ S).

Set ΓS = Γ ∩ S(R). It is a congruence subgroup of S(Q). It suffices
to verify that the representation of S(R) on L2

0(ΓS\S(R))⊗m is tempered.
(Here L2

0 denotes orthogonal complement of locally constant functions.)
ΓS being a congruence subgroup, it is enough to check that the repre-

sentation of S(R) on L2
0(S(Q)\S(A))⊗m is tempered. In this context, we

understand L2
0 as meaning the orthogonal complement of S(R)0-invariant

functions.
There exists number fields Ki, and absolutely almost simple, simply con-

nected groups Si over Ki, together with an isogeny ϕ :
∏k
i=1 ResKi/QSi →

S. It is then enough to verify that the representation of Si(Ki ⊗ R) on
L2

0(Si(Ki)\Si(AKi))
⊗m is tempered. Indeed, this guarantees that the repre-

sentation of the identity component of
∏
i Si(Ki⊗R) on L2

0(S(Q)\S(A))⊗m

is tempered. But the former group is a finite covering of the identity com-
ponent of S(R). We apply Proposition 6.7 to conclude, taking for pG the
maximum of all the integers qS(R) associated to possible Ss. �

6.8. Proof of Proposition 6.1. Recall that for a subgroup S of G we
denote the normalizer of the Lie algebra of S by S̃.

It suffices to show that the action of S on the orthogonal complement to
constant functions in L2(S̃x\S̃) has a spectral gap; or, that the action of S̃
on the same space has a spectral gap. Set L to be the Zariski closure of S̃x
insideG; then let L = L(R) ⊂ S̃. If L = S̃, the S̃-orbit of Γg ∈ Γ\G is closed,
and we apply Proposition 6.7.1. Otherwise L satisfies dim L < dim S.19

The representation L2(S̃x\S̃) may be regarded as the induction from L to
S̃, of L2(S̃x\L). Now, if G1 ⊂ G2 are locally compact groups, V a unitary
representation of G1, and ν a probability measure on G2, then the operator
norm of convolution with ν on IndG2

G1
V is bounded by the corresponding

norm on L2(G1\G2). In particular, if L2(G1\G2) has a spectral gap, so also
does IndG2

G1
V . We invoke Lemma 6.5.4 to conclude. �

7. Effective generation of Lie algebras.

Given a subset T = {t1, . . . } of a Lie algebra g, recall that we denote by
T (k) the set of all possible iterated Lie brackets of the tis of depth ≤ k. In
this section, we shall prove the following (“Proposition E”):

7.1. Proposition. There exists an integer k and some κ > 0 depending only
on g with the following property. For any orthonormal subset T = {t1, . . . }
of g, and 0 < δ < 1 there exists a subalgebra w ⊂ g with orthonormal basis
w1, w2, . . . satisfying:

19 Note that the group L conjugated by an element of G representing x is defined over
Q and is Q-anisotropic since its integer points are Zariski-dense. In particular, its real
points are unimodular.
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(1) For each wi, there exists a linear combination w′i =
∑

t∈T (k) ctt, with
ct ∈ R satisfying |ct| ≤ δ−k, so that ‖wi − w′i‖ � δκ.

(2) Each t ∈ T is within δ of w (i.e. minw∈w ‖w − t‖ ≤ δ).
If the linear span 〈T 〉 of T contains a subalgebra h, then there exists k and
κ depending on the pair (h, g) so that (1) and (2) hold and, in addition,
h ⊂ w.

Let us discuss the motivation for this. Given elements e1, . . . , er ∈ g,
one can speak of the “subalgebra w spanned by g”, but this notion is not
robust under perturbation: this subalgebra might drop drastically under a
small modification of the ei. This is related to the fact that the ei might
span w very inefficiently. In explicit terms, there may exist w ∈ w of
small norm, which cannot be written as a linear combination of Lie brackets
of the eis with small coefficients. Proposition 7.1 constructs an effective
replacement: We construct a subalgebra w which “almost” contains T and
so that elements of T (k), for suitable small20 k, “almost span w in an efficient
fashion.”

The proof, given in §7.4 will require some setup on Euclidean spaces (§7.2)
and a recollection of the Lojasiewicz inequality (§7.3).

7.2. Suppose V is a Euclidean vector space. We shall say that two subspaces
U1, U2 ⊂ V are ε-close if there are orthonormal bases u1, . . . , ur and v1, . . . , vr
for U1, U2 so that ‖ui − vi‖ ≤ ε. We say that U1 is ε-almost contained in U2

if there exists U ′2 ⊂ U2 so that U ε∼ U ′2.
Suppose that there exists an orthonormal basis u1, . . . , ur of U1 so that

dist(ui, U2) ≤ ε. Then there exists a constant CV , depending only on dimV ,
so that U1 is CV ε-almost contained in U2.

Suppose V,W are two Euclidean vector spaces and f : V → W a lin-
ear map between them. We recall the singular value decomposition: let
w1, . . . , wn be an orthonormal basis of W consisting of eigenvectors of ff t

with decreasing eigenvalues where f t : W → V denotes the transpose map.
Then the eigenvalues (ff twi, wi) = ‖f twi‖2 are nonnegative, and we de-
fine vi = 1

‖f twi‖f
twi whenever this is defined, say for i ≤ k, and extend

it to an orthonormal basis of V . With this choice we have (fvi, wi) =
1

‖f twi‖(ff
twi, wi) = ‖f twi‖ = ‖fvi‖ = σi for i ≤ k and fvi = 0 otherwise.

Therefore, there are orthonormal bases v1, v2, . . . , vm for V respectively
w1, w2, . . . , wn for W so that f(vi) = σiwi for some σi ≥ 0; here, by defini-
tion, wi = 0 for i > n. Let W [δ] be the space spanned by those wi, i ≤ k,
for which |σi| ≥ δ.

Then, for any v ∈ V :

(7.1) the element f(v) is within δ‖v‖ of W [δ].

To see this, let v =
∑

i tivi and write f(v) =
∑

i:|σi|≥δ σitiwi+
∑

i:|σi|<δ σitiwi.
Then the second sum has norm ≤ δ‖v‖, as claimed.

20Here the word ‘small’ refers to the fact that it only depends on g.
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We will be using this construction for various choices of the function f
and the domain V to obtain various subspaces of W = g, and the following
remark will help to compare their dimension. Let V1 ⊂ V be a subspace,
then

(7.2) ‖f(v)‖ ≥ δ‖v‖ for all v ∈ V1 implies dimW [δ] ≥ dimV1.

Suppose, to the contrary, that dimW [δ] < dimV1. Then there would exist
v ∈ V1 perpendicular to all the vi with |σi| ≥ δ. This gives a contradiction
to (7.1) since f(v) is perpendicular to W [δ] and has length ‖f(v)‖ ≥ δ‖v‖
by assumption.

7.3. Lojasiewicz inequality. The Lojasiewicz inequality states that, for
U ⊂ Rn open, K ⊂ U a compact set, and f : U → R a real analytic function
with zero-set Zf , there exist constants c1, c2 > 0 so that:

(7.3) |f(x)| ≥ c1dist(x, Zf )c2 , x ∈ K.

Here dist refers to the Euclidean distance on Rn. For this, see [41, Theorem
4.1].

7.4. Proof of Prop. 7.1. We define the map fm : RT (m) → g by sending
(vt)t∈T (m) to

∑
t∈T (m) vtt. Considering RT (m)

as an Euclidean space in the
usual way, we obtain the subspace Wm[δ] ⊂ W = g by the above construc-
tion.

From the definition it follows that the spaces Wm[δ] increase when δ
decreases and m is held fixed. Moreover, their dimensions increase when m
increases and δ is held fixed, which follows from (7.2). Finally, as follows
from (7.1): if m1 ≤ m2, then there is an orthonormal basis for Wm1 [δ], all
of whose elements are within εδ−1 of Wm2 [ε], i.e. Wm1 [δ] is � εδ−1-almost
contained in Wm2 [ε]. In particular, every t ∈ T is within ε of Wm[ε] for each
m ≥ 1.

We claim there is a constant κ depending only on dim(G), so that, for
any δ ∈ (0, 1), we may find δ1 ∈ [δκ, δ] and m ≤ κ so that

dim Wm[δ1] = dim W2m[δ3
1 ].

In fact, this follows from the above remarks: set initially δ1 = δ and m = 1,
and consider the dimensions dim Wm[δ1] ≤ dim W2m[δ3

1 ]. If equality holds,
we are done. Otherwise set δ′1 = δ3

1 and m′ = 2m. This way we have
increased the dimension of Wm′ [δ′1]. Since this can only happen dim(G)
often if we repeat the process, the claim follows.

Applying (7.1) once more we get that W := Wm[δ1] has an orthonormal
basis w1, . . . , wr so that [wi, wj ] is at distance � εδ−2

1 from W2m[ε] for any
ε > 0. In particular, [wi, wj ] is at distance � δ from W .

It follows that there exists a Lie subalgebra w ⊂ g satisfying w
�δc∼ W ,

where c depends only on g. To see this set r = dimW . Consider the
open subset U ⊂ gr consisting of vectors (X1, . . . , Xr) which are linearly
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independent. The inner product on g induces one on all exterior powers.
The real-analytic function

(7.4) F :=
∑
i,j

‖X1 ∧ · · · ∧Xr ∧ [Xi, Xj ]‖2

vanishes precisely when the span 〈X1, . . . , Xr〉 is a subalgebra. Clearly our
assumptions imply that |F (w1, . . . , wr)| � δ2; applying (7.3) to a suitable
compact inside U yields the result.

For the final assertion, we apply the Lojasiewicz inequality to a slightly
different variety. In that case the subspace W has the following additional
property: h is � δ-almost contained in W . This means that W almost
belongs to the closed subvariety of the Grassmannian defined by subspaces
w ⊂ g which are Lie subalgebras and which contain h. Invoking (7.3) for a
suitably modified version of (7.4) concludes the proof. �

8. Almost invariance of measures.

We begin with some reminders to the reader about our notations. These
points were discussed in §3, but they are particularly pertinent here. Firstly,
we always assume that any Sobolev norm Sd we use satisfies d ≥ κ5 + 1,
i.e., involves enough derivatives that (3.13) is valid. Secondly, if X ∈ g, the
notions of “almost invariant under exp(X)” and “almost invariant under
X” do not coincide; the latter is stronger, as it entails almost invariance
under exp(tX), 0 ≤ t ≤ 2. Finally, implicit constants in the notation � are
permitted to depend on d, if a Sobolev norm Sd is implicitly present.

The primary purpose of this section is to prove the following (“Proposition
D” of §4).

8.1. Proposition. Fix a Sobolev norm Sd; all notions of almost invariance
are taken with respect to this. Suppose that µ is ε-almost invariant under a
subgroup S, and also under Z ∈ exp(r), where ‖Z‖ = 1.

Then there is a constant κ13 so that µ is also c1(d)εκ13- almost invariant
under some subgroup S∗ with dim(S∗) > dim(S). If H ⊆ S, we may also
assume that H ⊆ S∗.

The proof could be much simplified, in our present setting, by using the
assumption that there are finitely many intermediate subgroups between H
and G. However, we shall make use of our (quite general) results from §7
on effective generation of Lie algebras.

8.2. Stability properties of almost invariance. The notion of “µ is
almost invariant under Z,” for Z ∈ g, is almost stable under linear combi-
nations, under commutators, and under passing from Z to a nearby element
Z ′:

8.2.1. Lemma. let k ≥ 1, 0 < δ < 1. Let T ⊂ g consist of unit vectors, i.e.
‖X‖ = 1 for X ∈ T . Let Z ∈ g be a unit vector so that ‖Z−

∑
t∈T (k) ctt‖ ≤ δ.
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If µ is ε-almost invariant under every X ∈ T w.r.t. Sd, it is also �
(εκ21(k)

∑
t |ct|+ δ)-almost invariant under Z w.r.t. Sd.

Proof. The proof is a tedious elaboration of more or less obvious properties.
Let us observe
• If µ is ε-almost invariant under Z ∈ g with ‖Z‖ ≤ 1, and W ∈ g

satisfies ‖W −Z‖ ≤ δ, then µ is � max(ε, δ)-almost invariant under
W .

This is an easy consequence of (3.13), (3.11) and the fact that exp(tZ) and
exp(tW ) are at distance � δ from each other, for t ∈ [0, 2]. Next,

• If µ is ε-almost invariant under exp(Z) ∈ g, and 1 ≤ c ≤ 2‖Z‖−1,
then µ is � (cε+ ‖Z‖)-almost invariant under cZ.

Indeed, it is evident that µ is � nε-almost invariant under exp(nZ), when
n is integral and satisfies n ≤ 10‖Z‖−1. This implies the stated conclusion.

• If µ is ε-almost invariant under Z ∈ g, and 1 ≤ c ≤ ‖Z‖−1, then µ
is � cε-almost invariant under cZ.

This follows in a similar fashion to the previous statement.
• Suppose µ is ε-almost invariant under Z1, Z2 ∈ g with ‖Zi‖ ≤ 1.

Take α1, α2 so that |αi| ≤ 1 for i = 1, 2. Then µ is � ε1/2-almost
invariant under Z := α1Z1 + α2Z2.

We observe that, for n ≥ 1 integral,

exp(α1Z1/n) exp(α2Z2/n) = exp(
Z

n
) exp(W1),

where ‖W1‖ � 1/n2. As a consequence, it follows that µ is � (n−2 + ε)-
almost invariant under exp(Zn ). It follows by a prior assertion that µ is
� (n−1 + nε)-almost invariant under Z. Take n = ε−1/2 to conclude.

• Suppose µ is ε-almost invariant under Z1, Z2 with ‖Zi‖ ≤ 1. Then
µ is � ε1/2-almost invariant under [Z1, Z2].

Indeed,

exp(Z1/n) exp(Z2/n) exp(Z1/n)−1 exp(Z2/n)−1 =

exp([Z1, Z2]/n2) exp(W2),

where ‖W2‖ � n−3. In view of that, µ is � (ε + n−3)-almost invariant
under exp([Z1, Z2]/n). (Observe that our choice of the norm on g is so
that ‖[Z1, Z2]‖ ≤ 1.) By a previously noted fact, µ is � (nε+ n−2)-almost
invariant under [Z1, Z2]. Take n = ε−1/2 to conclude.

These remarks in hand, the assertion of the Lemma now follows easily.
Regard k as fixed. We first note that µ is εκ(k)-almost invariant under each
t ∈ T (k). (Observe also that ‖t‖ ≤ 1 for every such t). From this, we deduce
that µ is also εκ

′(k)-almost invariant under C−1
∑

t ctt where C =
∑

t |ct|.
Thus µ is � (Cεκ21(k) + δ)-almost invariant under Z, as required. �
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8.2.2. Lemma. There is a constant κ22 so that:
Let Q = S0 be the connected component of any intermediate subgroup

H ⊂ S ⊂ G; let µ be ε-almost invariant under Q w.r.t. Sd. Then

|µq(f)− µ(f)| � ε‖q‖dκ22Sd(f).

Proof. Because there are only finitely many possibilities for Q, it suffices to
prove it for each possible Q individually. (This marks a point where we make
usage of Cg(h) = {0}). We claim that there are constants c1, c2 depending
only on Q so that, for every r ≥ 2:

(8.1) Every q ∈ Q with ‖q‖ ≤ r may be expressed as the product

of ≤ c1 + c2 log r elements with ‖q‖ ≤ 2

This follows from the structure theory of semisimple groups: Q is the con-
nected component of the real points of a semisimple algebraic group. So
there exists a compact subgroup KQ ⊂ Q and a Cartan subalgebra aQ ⊂ q
so that Q = KQ exp(aQ)KQ. We are reduced to verifying (8.1) for elements
of exp(aQ), which is elementary.

Let q ∈ Q. By (8.1) there exist q1, . . . , qn ∈ Q with q = q1 · · · qn, ‖qi‖ ≤ 2
and n ≤ c1 + c2 log ‖q‖. Let q̄j = qj+1 · · · qn for all j = 1, . . . , n− 1, q̄n = 1.
We have

(8.2) |µq(f)− µ(f)| = |
n∑
j=1

µqk(q̄k.f)− µ(q̄k.f)| ≤ ε
n∑
j=1

Sd(q̄k.f)

�d ε(1 + log ‖q‖)Sd(f)(2N)κ6nd � ε‖q‖dκ22Sd(f).

by our assumption, (3.11), and (3.3). As in (3.3) the integer N gives the
dimension of the general linear group (with respect to which we defined
‖q‖). �

8.3. Proof of Proposition 8.1. It should be noted that this proof could
be very considerably simplified by using the fact that there are finitely many
intermediate subalgebras between h and g. However, the proof we indicate
will work in a more general setup.21

We observe we are free to assume that ε is sufficiently small, i.e. ε ≤
ε0(G,H), in the statement of the Proposition. If not, the statement is
obvious.

Assumptions as in the statement of the Proposition 8.1. Define T to be a
finite subset of g obtained by adjoining Z to an arbitrary, orthonormal basis
for s. Let k, c be as in Proposition 7.1. We apply Proposition 7.1 in the

21More precisely, the proof written establishes that, under the assumptions of the
Proposition 8.1, the measure µ is almost invariant under an intermediate Lie subalgebra
h ⊂ q ⊂ g. This statement makes no use of the finiteness of intermediate subgroups.
However, in passing from the Lie algebra q to the group, we invoke Lemma 8.2.2, which
does use the finiteness assumption.
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form indicated in its last sentence, with δ = εα, where α = κ21
k+c . It produces

a subalgebra w ⊃ h, with basis wi.
By part (2) of Proposition 7.1, T is “almost contained in w,” this implies,

in particular, that dim(w) > dim(s) so long as ε is sufficiently small.
By part (1) of Proposition 7.1 and Lemma 8.2.1, µ is� εcα-almost invari-

ant under each wi. From this, one deduces easily that µ is also ε∗-almost
invariant under W , the connected Lie group with Lie algebra w. By our
construction, W ⊃ H and dim(W ) > dim(S). �

9. Effective ergodic theorem.

In this section, we establish an effective version of the Birkhoff ergodic
theorem, i.e. we prove “Proposition A” from §4. Prior to doing so, we give
a precise quantification of the notion of “generic” we shall need.

Throughout, µ will denote an H-invariant H-ergodic measure on X =
Γ\G, so that L2

0(µ) is 1
pG−1 tempered as an H-representation. This applies,

in particular, to the measures of central interest in this paper: µ as in the
statement of Theorem 1.3; or also to the S-invariant probability measures
on connected closed S-orbits, for H ⊂ S ⊂ G. These comments, and the
definition of pG, follow from Lemma 6.7.1, together with the fact that the
restriction of a tempered S-representation to H remains tempered.

9.1. Generic points. Let T ≥ 1. Let M = 20(1 + pG), where pG was
defined in Lemma 6.7.1. 22 We define DT (f) as the discrepancy between a
horocycle average of f over a big stretch of the orbit and its integral:

(9.1) DT (f)(x) :=
1

(T + 1)M − TM

∫ (T+1)M

TM
f(xu(t)) dt−

∫
f dµ.

Clearly, DT depends on the choice of the unipotent subgroup. Since we
regard it as fixed, we suppress that dependence.

We say a point x ∈ X is T0-generic w.r.t. the Sobolev norm S if, for all
integers n ≥ T0 and all f ∈ C∞(X) we have the bound

(9.2) |Dn(f)(x)| ≤ n−1S(f).

We say a point x ∈ X is [T0, T1]-generic w.r.t. S if the bound (9.2) holds for
all integers n ∈ [T0, T1].

9.2. Proposition. For d ≥ d0, where d0 depends only on G,H, the measure
of points that are not T0-generic w.r.t. Sd0 is � T−1

0 .

Proof. First, consider a fixed f ∈ L2(X) which is in the completion of
C∞c (X) with respect to Sd (for a d specified below). The decay of matrix

22In practice, it needs just to be a sufficiently large fixed number in our arguments; we
have used the notation M to avoid distracting the reader with its specific value, which is
irrelevant.
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coefficients (cf. §6.3, esp. (6.4), (6.9) and) implies that:∣∣∣∣∣〈u(t)f, f〉 −
(∫

f dµ
)2
∣∣∣∣∣� (1 + |t|)−1/pGSdimH(f)2.

Let � denote the square [TM , (T + 1)M ]2 ⊂ R2. By definition of DT (f),∫
X
|DT (f)|2 dµ =

∫
�〈u(t)f, u(s)f〉 dt ds(
(T + 1)M − TM

)2 − (∫ f dµ
)2

.

Split � into the sets where |s− t| ≤ T
M
2 , and where |s− t| ≥ T

M
2 . Thus:∫

X
|DT (f)|2dµ� 1

T 2M−2
(TM−1+M

2 + T
2M−2− M

2pG )SdimH(f)2

� T−4SdimH(f)2

In the last equality, we have used the fact that M ≥ 10 + 10pG.
Therefore,

(9.3) µ
(
{x : |DT (f)(x)| ≥ s}

)
� s−2T−4SdimH(f)2

for any s > 0.
To obtain the lemma for all functions f ∈ C∞c (X) we begin by choosing

d > d′ > dimH so that the relative traces Tr(S2
d′ |S2

d) and Tr(S2
dimH |S2

d′) are
both finite, cf. (3.10) and §5.2.

Next, choose an orthonormal basis e(1), . . . , e(r), . . . for the completion of
C∞c (X) with respect to the Hermitian norm Sd. By the spectral theorem,
we may choose such a basis which is also orthogonal w.r.t. Sd′ . Note that

SdimH is continuous with respect to the Sd′ , so that
∑

i

(
SdimH(e(i))

Sd′ (e(i))

)2
<∞

by our assumption on the relative trace. We understand the summand as
zero when Sd′(e(i)) = SdimH(e(i)) = 0.

Let c > 0 be a constant, which we will specify below in a way depending
only on X. Then, by applying (9.3) with s = cn−1Sd′(e(k)) and T = n for
each n ≥ T0 and for each k ≥ 1 we have:

µ

 ⋃
n≥T0,k≥1

{
x : n|Dn(e(k))(x)| ≥ cSd′(e(k))

}� T−1
0 c−2 � T−1

0 .

Let E be the set indicated on the left-hand side. We claim that any x /∈ E
is generic w.r.t. Sd (once c has been chosen correctly).

Take f =
∑

k fke
(k) ∈ C∞c (X). We have for any n ≥ T0, and any x /∈ E,

n|Dn(f)(x)| ≤ c
∑
k

|fk|Sd′(e(k)) ≤

c

(∑
k

|fk|2
)1/2(∑

k

Sd′(e(k))2

)1/2

= cSd(f)

(∑
k

Sd′(e(k))2

)1/2
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by linearity of Dn(·) and the finiteness of the relative trace (3.10). Choosing
c equal to the inverse of the last square root, we have shown |Dn(f)(x)| ≤
n−1Sd(f) for n ≥ T0 and x /∈ E as required. �

We require also an adaptation of this Proposition to the setting when one
works with a measure µ that is almost invariant (“Proposition A”). We refer
to §4.3 for a discussion of its meaning in qualitative terms.

9.3. Proposition. Let H ⊂ S ⊂ G, S connected. Suppose that µ is ε-almost
invariant under S w.r.t. Sd, for d ≥ κ5 + 1. Then there exists β ∈ (0, 1/2),
d′ > d, depending only on G, H, and d, so that:

Whenever R ≤ ε−β and T0 > 0, the fraction of points (x, s) ∈ X ×BS(R)
w.r.t. µ resp. the Haar measure on S for which x.s is not [T0, ε

−β]-generic
w.r.t. Sd′ is �d T

−1
0 .

Proof. Let B := BS(R). As in the proof of Proposition 9.2 we will first
estimate

1
vol(B)

∫
X×B

|DT (f)(xs)|2 dµds.

This equals

1
vol(B)

∫
B

∫
X
|DT (f)|2 dµs(x) ds� εRdκ22Sd(|DT (f)|2) +

∫
X
|DT (f)|2dµ

where µs denotes the translated measure; we have used the definition of
almost invariant from §3.10, the fact that BS(R) consists of elements with
‖s‖ ≤ R, and Lemma 8.2.2.

As in the proof of Proposition 9.2, the latter term is bounded, up to a
constant depending only on G and H by T−4Sdim(H)(f)2.

On the other hand, there exists a constant κ so that the first term is, by
(3.11) and (3.12),

� εRdκ22T dκSd+κ5(f)2.

We take β = 1
2(4 + κ22d+ κd)−1. This choice is made so that

εRdκ22T dκ ≤ T−4,

whenever T ≤ ε−β, R ≤ ε−β.
Therefore, if d ≥ dim(H), T ≤ ε−β, R ≤ ε−β,

1
vol(B)

∫
B

∫
X
|DT (f)|2dµs(x)� T−4Sd+κ5(f)2.

Reasoning as in the second part of the proof of Proposition 9.2, and increas-
ing d, yields the conclusion for all f ∈ C∞c (X). �

10. Nearby generic points effectively give additional
invariance.

In this section, we shall use the polynomial properties of unipotent flows
and the effective ergodic theorem to establish “Proposition B.”
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Henceforth, r will denote an S-invariant complement to the Lie algebra
of S, inside g. It exists because S is semisimple. We recall we have fixed a
unipotent one-parameter subgroup u(t) ⊂ H, see (3.1).

There exists some κ23 > 0 with the following property: whenever v, w ∈ r
‖v‖, ‖w‖ ≤ κ23,

(10.1) exp(v) exp(w)−1 = exp(w∗)s, w∗ ∈ r, s ∈ S.

where d(s, 1) ≤ ‖v − w‖ and ‖w∗‖
‖v−w‖ ∈ [1/2, 2]. Indeed, the map (v, w) 7→

(w∗, s) is differentiable; also (v, v) 7→ (0, e) and the derivative at (0, 0) is the
map (v, w) 7→ (v − w, 0). The assertion follows.

10.1. Unipotent trajectories of nearby points. The discussion that fol-
lows may be regarded as an effective form of the “equicontinuity” statements
from §2.5.

Let x1, x2 ∈ X so that x2 = x1 exp(r), some r ∈ r. Note that x2u(t) =
x1u(t) exp(Ad(u(−t))r). We decompose r = r0 + r1 according to (3.2).

Then Ad(u(−t))r0 = r0 for all t, whereas t 7→ Ad(u(−t))r1 is a polynomial
of degree ≤ dim(g) and all of whose coefficients (w.r.t. an orthonormal basis
for g) are � ‖r1‖.

Suppose r1 6= 0. Then there exists a positive real time T satisfying
‖r‖−∗ < T < ‖r1‖−∗, and a polynomial q : R → r of degree ≤ dim(g) with
image centralized by u(R) satisfying q(0) = 0 and maxs∈[0,2] ‖q(s)‖ = κ23,
so that:

(10.2) Ad(u(−t)).r = q(t/T ) +O(‖r1‖∗) for all t ≤ 3T.

Here, and in the following, the implicit constant in the O(·)-notation is
understood in the same sense as in the �-notation. In fact, this follows
from studying the polynomial function Ad(u(−t))(r1): After splitting r
into SL(2,R)-irreducible subrepresentations, Ad(u(−t))(r1) is a polynomial
whose highest degree term appears in the highest weight space of this sub-
representation which in turn equals the centralizer of Ad(u(−t)) inside this
representation.

If r1 = 0, the same statement remains true, except one sets “T =∞” and
ignores the statement about max ‖q(s)‖; the polynomial q is in this case
constant.

This statement will be used to give an effective version (“Proposition B”)
of (2.2).

10.2. Proposition. Let d ≥ κ5 + 1. There exists constants κ7 > 0 and
κ8 > κ9 > 0 so that:

Suppose µ1, µ2 are H-invariant measures, that x1, x2 ∈ X satisfy x2 =
x1 exp(r) for some nonzero r ∈ r, and that xi is [‖r‖−κ9 , ‖r1‖−κ8 ]-generic
w.r.t. µi and a Sobolev norm Sd (for i = 1, 2). Then there is a polynomial
q : R→ r of degree ≤ dim(g), so that:

(10.3)
∣∣∣µexp q(s)

2 (f)− µ1(f)
∣∣∣�d ‖r1‖κ7Sd(f), 1 ≤ s ≤ 21/M
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If r1 6= 0, then maxs∈[0,2] ‖q(s)‖ = κ23. Moreover, if µ1 = µ2 is ε-almost
invariant under S, then µ1 is �d max(ε, ‖r‖κ7)1/2-almost invariant under
some Z ∈ r with ‖Z‖ = 1.

Proof. We let T be as in the discussion before the proposition. The definition
of generic (§9.1) assures us (assuming that κ8 is sufficiently small and κ9 is
sufficiently large) for any integer

n ∈ [T 1/M , (2T )1/M ] ⊂ [‖r‖−κ8 , ‖r1‖−κ9 ]

and for any f ∈ C∞c (X), we have∣∣∣∣∣
∫
fdµj −

1
(n+ 1)M − nM

∫ (n+1)M

nM
f(xju(t))dt

∣∣∣∣∣ ≤ n−1Sd(f),

for j = 1, 2.
For t, t0 ∈ [nM , (n+ 1)M ], we have, using (3.13) and (10.2)

f(x2u(t)) = f(x1u(t) exp(q(t/T ))) +O(‖r1‖∗Sd(f))

= f(x1u(t) exp q(t0/T )) +O(T−1/MSd(f)) +O(‖r1‖∗Sd(f)).

Here we used in the last line that |t − t0| � nM−1 � T 1−1/M for t, t0 ∈
[nM , (n+1)M ] — which shows that the polynomial q(t/T ) has small variation
within that interval.

Thus,

(10.4) µ2(f) = µ1(exp q(t0/T ).f) +O
(

(T−1/M + ‖r1‖∗)Sd(f)
)

which implies (10.3).
Let us observe that if r1 = 0, then the polynomial q is constant, say

q ≡ q0, and we have µ2(f) = µ1(exp(q0)f) (exactly).
Assume in the remainder of the proof that µ1 = µ2. The prior remark

shows that, if r1 = 0, µ is indeed ‖r‖-almost invariant under Z = ‖r‖−1r by
(3.13); this establishes the final assertion in the case when r1 = 0.

Assume, thus, that r1 6= 0. In this case q(0) = r and maxs∈[0,2] ‖q(s)‖ =
κ23, so that the coefficients of q′(s) are� 1. By (10.3), µ1 is� ‖r‖κ7-almost
invariant under exp(q(s)) for any s ∈ [1, 21/M ].

Put E = max(ε, ‖r‖κ7)1/2. There exists s ∈ [1, 21/M ] with s+E ∈ [1, 21/M ]
for which ‖q(s) − q(s + E)‖ � E. (Rather, we may assume this is so; if E
is so large that this is false for a trivial reason, then the final statement of
the Proposition correspondingly becomes trivial).

With s being so chosen, µ1 is � ‖r‖κ7-almost invariant under exp(q(s)),
exp(q(s+E)), and so also under exp(−q(s)) exp(q(s+E)). Put v = q(s), w =
q(s + E) − v. Then, by (10.1), exp(−v) exp(v + w) = exp(w∗)s where
w∗ ∈ r, ‖w∗‖ � E, and s ∈ S satisfies d(s, e)� E.

This claim proves the proposition: Since µ1 is assumed to be ε-almost
invariant under S, we get that µ is � max(ε, ‖r‖κ7) = E2-invariant under
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exp(w∗). Since w ∈ r with ‖w∗‖ � E we can iterate this statement E−1-
many times; using (3.13), we deduce that µ is � E-almost invariant under
Z = 1

‖w∗‖w
∗. See the proof of Lemma 8.2.1 (esp. second bulleted point) for

details of this type of iteration.
�

10.3. Quantitative isolation of closed orbits. From this argument we
may draw the following useful corollary regarding the isolation of closed
orbits for semisimple groups. It gives a quantitative estimate on the spacing
between two distinct, closed S-orbits, as well on how closely such an orbit
can approach itself.

The idea of proof is simple. Suppose given two very nearby points x1, x2 so
that x1S, x2S are both closed and are distinct. By modifying x1, x2 slightly,
we may assume that we are in the situation of Proposition 10.2, with µi the
S-invariant probability measure on xiS. The conclusion of Proposition 10.2
then implies that x2S contains, loosely speaking, “many different translates
of x1S along the direction q(s).” Thus, the volume of x2S was necessarily
large.

10.3.1. Lemma. There are constants κ10 and κ11 with the following property.
Suppose H ⊂ S ⊂ G. Let x1, x2 ∈ X be so that xiS are closed orbits with
volume ≤ V . Then either:

(1) x1 and x2 are on the local S-orbit, i.e. there exists some s ∈ S with
d(s, 1) ≤ 1 and x2 = x1s, or

(2) d(x1, x2)� min(ht(x1),ht(x2))−κ10V −κ11.

The proof will use a simple argument, which we will also use elsewhere.
Recalling the definition of r1 from (3.2), there exists ι6 > 0 so that, for any
r ∈ r,
(10.5)

vol
{
s : d(s, 1) ≤ 1 with

‖(Ad(s−1)r)1‖
‖r‖

≤ ι6
}
<

vol({s ∈ S : d(s, 1) ≤ 1})
2

.

Indeed, given r′ ∈ r, there exists ε(r′) > 0 so that the measure of
{
s :

d(s, 1) ≤ 1 with ‖(Ad(s−1)r′)1‖
‖r′‖ ≤ ε

}
is less than 1

2 vol({s ∈ S : d(s, 1) ≤ 1}).
This is so, since for the function s 7→ (Ad(s−1)r′)1 is real-analytic and not
identically zero; if it were 0, then r′ is centralized by every conjugate of
{u(t)}, and so also by the Lie algebra of S, a contradiction. By a com-
pactness argument, one may choose ε = ι6 uniform over r′ ∈ g, establishing
(10.5).

Proof. Throughout, we fix a Sobolev norm Sd, where d is sufficiently large
(depending only on G,H).23

We may suppose (adjusting x1 or x2 by an element of S) that x1 =
x2 exp(r), with r ∈ r, and will establish a lower bound on ‖r‖.

23 Precisely, d ≥ max(d0, κ5 + 1), d0 as in Lemma 9.2.
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Let µi be the S-invariant probability measure on xiS. In view of Propo-
sition 9.2, the measure of

{s ∈ S : d(s, 1) ≤ 1 and xis fails to be V 2-generic w.r.t. µi},
with respect to the volume measure on S, is � V −1 for i ∈ {1, 2}. We may
suppose that V is sufficiently large, so that this measure, as a fraction of
the volume of {s ∈ S : d(s, 1) ≤ 1}, is at most 1

10 .
We claim there exists s ∈ S, with d(s, 1) ≤ 1 with:

(10.6) xis are V 2-generic w.r.t. µi and ‖(Ad(s−1)r)1‖ ≥ ι6‖Ad(s−1)r‖.
Indeed, let Υ ⊂ {s ∈ S : d(s, 1) ≤ 1} consist of those s for which xis is

[V 2,∞)-generic w.r.t. µi. By (10.5), Υ must contain an element s satisfying
(10.6).

Replace xi by xis and r by Ad(s−1)r, where s is so that (10.6) is satisfied.
This has the effect of increasing ‖r‖ by, at most, a constant factor depending
only on G,H. Thereby, we may assume that xi are both V 2-generic and that
‖r1‖ � ‖r‖.

Let η > 0 be smaller than the injectivity radius ι4ht(x)−κ3 of (3.7)
(specified below). Let f be a smooth bump function on G supported in
{g : d(g, 1) ≤ η} with 0 ≤ f ≤ 1 which is one in a neighborhood of radius
� η and whose partial derivatives up to order d are everywhere � η−d.
Let fx1 be the function defined by x1g 7→ f(g) when d(g, 1) ≤ η, and zero
outside that ball.

Then, evidently,
∫
fx1 dµ1 � V −1ηdimS . On the other hand, the defini-

tions of the Sobolev norm imply that

(10.7) Sd(fx1)� ht(x1)dη−d.

Without loss of generality, ‖r‖ ≤ V −2/κ9 . We apply Proposition 10.2.
Therefore, Proposition 10.2 assures us that, so long as

(10.8) ht(x1)dη−d‖r‖κ7 ≤ cV −1ηdim(S)

(for some c obtained from the above implicit constants), then,

(10.9)
∫
f q(s)x1

dµ2 > 0 for s ∈ (1, 21/M ).

In words, (10.9) asserts that the orbit x2S passes very close to x1S,
many times. More precisely, given s1, s2 so that η � d(q(s1)−1, q(s2)−1)�
ht(x)−κ3 , the functions f q(s1)

x1 and f
q(s2)
x1 have distinct support. Moreover,

x2S must intersect both of their supports. Thereby, we obtain from s1, s2,
two distinct discs of radius � ht(x)−κ3 on x2S.

More precisely, Using two values s1 and s2 here we find different pieces
of the x2-orbit if d(q(s1)−1, q(s2)−1) is greater than 2η and smaller than a
certain muliple of the injectivity radius ι4ht(x)−κ3 — for then the functions
f
q(s1)
x1 and f

q(s2)
x1 have disjoint support. Moreover, as q(s) only takes values

in r and the values satisfy (10.1), the discs of radius � ht(x)−κ3 within these
pieces of the S-orbit of x2 are disjoint.
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Using not just s1, s2 but many such sis, we conclude that:

(10.10) vol(x2S)� ht(x1)−κ3(dimS+1)η−1.

Take η so that the right hand side is (including the implicit constant)
equal to 2V . Then (10.8) cannot hold, for vol(x2S) ≤ V . This bounds ‖r‖
from below by an expression of the form ht(x1)−?V −? as required. �

11. The measure of points near periodic orbits is small.

Let µ be as in Theorem 1.3. Using the polynomial properties of unipotent
flows, together with the quantitative isolation of periodic orbits established
in Lemma 10.3.1, we will be able to establish that the total µ-measure of
the set of points near periodic S-orbits of bounded volume remains rather
small.

The proof proceeds as follows. By Lemma 10.3.1, we can restrict attention
to a single periodic S-orbit. We then divide X into a piece near the cusp,
and its complement. The measure of the piece near the cusp is handled by
Lemma 3.6.1; the complement is handled using a linearization of the flow
near the periodic S-orbit.

11.1. Proposition. Let S ⊃ H. There exists some V0 depending on Γ, G,
and H and some κ12 > 0 with the following property. Let V ≥ V0 and
suppose µ(Y ) = 0 if Y is any closed S-orbit of volume ≤ V . Then:

(11.1) µ
({
x ∈ X : there exists x′ V

−κ12∼ x with vol(x′S) ≤ V
})
≤ 1/2

Proof. This is a quantitative form of polynomial nondivergence. More pre-
cisely, we use Lemma 10.3.1 together with the “linearization” technique (see
§1.7.1).

Let r be as in §10. Let x0S be any closed S-orbit. In view of Lemma 10.3.1
and Lemma 3.6.1 (1), the number of such orbits with volume ≤ V is bounded
by a polynomial function of V .

We show that for any closed orbit x0S of volume ≤ V :

(11.2) µ
(
(x0S ∩S(R)) exp{r ∈ r : ‖r‖ ≤ δ}

)
� V ?R?δ?

We shall only sketch the argument for (11.2), for it is by now quite standard.
The deduction of (11.1) is then straightforward: takeR = V , δ the reciprocal
of a large power of V , and apply Lemma 3.6.1,

Let Ωδ = {r ∈ r : ‖r‖ < δ}. For δ0 = R−?V −?, the map

(x0S ∩S(R))× Ωδ0 → X, (y, r) 7→ y exp(r)

is a diffeomorphism onto an open neighbourhood Nδ0 of x0S ∩ S(R), as
follows from the implicit function theorem, Lemma 10.3.1 and (3.7).

Let π : Nδ0 → Ωδ0 be the natural projection. For δ ≤ δ0, let Nδ =
π−1(Ωδ).

For y ∈ Nδ0 and t ∈ R, we have:

(11.3) π(yu(t)) = Ad(u(−t))π(y)
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so long as yu(s) ∈ Nδ0 for all s ∈ [0, t]. Notice that the latter is equivalent
to Ad(u(−s))π(y) ∈ Ωδ0 for all s ∈ [0, t].

Choose x ∈ X which is generic for the flow u(·) w.r.t. µ. Recall that,
as in Section 2, this means the measure along the trajectory {xu(t) : 0 ≤
t ≤ T} approximates µ as T → ∞. Let us observe that, for any such x
and all points y ∈ {xu(t) ∩ Nδ0}, the polynomial t 7→ Ad(u(−t))π(y) is
nonconstant. Suppose this to be false; set Y = π(y). The genericity of
y implies that supp(µ) ⊂ x0S. exp(Y ). Since supp(µ) is an H-orbit, this
implies H ⊂ exp(−Y )S exp(Y ). This is impossible, in view of Lemma 3.4.1,
when ‖Y ‖ sufficiently small. Since ‖Y ‖ ≤ δ0 and δ0 = R−?V −?, we may
assume ‖Y ‖ is sufficiently small by changing the implicit constants.

Let δ ≤ δ0. Let Zδ = {t ∈ R≥0 : xu(t) ∈ Nδ} be the set of times where
the orbit is δ-close to x0S. Notice that Zδ is a union of intervals. There
exists a constant κ24 so that we may cover Zδ by intervals Bj satisfying:
|Bj∩Zδ|
|Bj | ≤ c1

(
δδ−1

0

)κ24 where we use the notation |I| to denote the length
of an interval I ⊂ R. That follows from (11.3) and an argument using
the growth properties of the polynomial t 7→ Ad(u(−t))π(y). 24 Here the
intervals Bj can be chosen to be disjoint (since they correspond to different
visits of the orbit of x to Nδ0).

We are using this to bound for a given T the fraction of times t ∈ [0, T ]
with xu(t) ∈ Nδ. Clearly, we may assume each Bj intersects [0, T ]. Let J
be the interval which is the union of [0, T ] with the Bj . Then,

|J ∩ Zδ| ≤
∑
|Bj ∩ Zδ| ≤ c2

(
δδ−1

0

)κ24
∑
|Bj | �

(
δδ−1

0

)κ24 |J |.

This being true for a sequence of intervals J of increasing length, we see
that

µ(Nδ)�
(
δδ−1

0

)κ24 whenever δ ≤ δ0 = R−?V −?.

This is (11.2) (since for δ ≥ δ0 the claim is trivial anyway). �

12. Some lemmas connected to lattice point counting.

12.1. It is a general feature that, if H1 ⊂ H2 are nice groups, the spectrum
of L2(H2/H1) is related to the volume growth of H1 inside H2. In the case
when H1 is a lattice inside H2, this may be used to derive asymptotics for
the number of points of H1 inside a large ball.

See [16, 19] the more recent [24, 26, 50] for various instances of this tech-
nique in the context of Lie groups. A closely related idea, in a slightly
different context, was introduced and utilized by G.M. in [47].

We shall need a slight variant, where we shall give upper bounds on the
counting functions for cosets of a lattice.

12.2. Proposition. Let H ⊂ S ⊂ G with S connected. Let Λ ⊂ S a discrete
subgroup, B ⊂ S an open set, s0 ∈ B.

24Essentially, the argument here is that a polynomial which is δ-small on an interval
stays δ0-small on a bigger interval.
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Then:
(1)

(12.1)
∣∣Λ ∩ B̃∣∣� vol(B ∩ S)

vol(Λ\S)
− C

∫
B̃
ϕwk

0 (s)ρ ds

(2) the cardinality of any 1-separated subset ∆ ⊂ B ∩ (Λs0) is bounded
by

(12.2) |∆|2 �

(
vol(B̃)2

vol(Λ\S)
+
∫
B̃
ϕwk

0 (ss′−1)ρ ds ds′
)

where:
• s 7→ ϕ0(s) is the Harish-Chandra spherical function associated to S,

and ϕwk
0 the modification for the case when S has multiple simple

factors (see §6.3);
• ρ > 0 depends only on the spectral gap for L2

0(Λ\S) and C depends
only on G,H. Here L2

0 denotes the orthogonal complement of locally
constant functions.
• B̃ = {s ∈ S : d(s, 1) ≤ 1}B{s ∈ S : d(s, 1) ≤ 1}.

Moreover, we interpret vol(Λ\S) :=∞ if Λ is not of cofinite volume.

Note that one deduces from this bounds for the size of any δ-separated
subset of Λs0 ∩ B, for δ < 1. Indeed, if there exists a δ-separated subset
of a given metric space of size N1, there exists a 1-separated subset of size
≥ N1/N2, where N2 is the largest possible size of a δ-separated set within a
1-ball.

Proof. Let χ be a non-negative smooth function supported in the neighbour-
hood Ω = {s ∈ S : d(s, 1) ≤ 1/2}, satisfying

∫
χ = 1. Note that Ω = Ω−1.

Set
B1 = B.Ω, B2 = ΩB1 = Ω.B.Ω, B3 = Ω.B2.Ω,

and note that B1, B2, B3 are all contained in B̃.
Let π : S → Λ\S be the projection and π∗ : Cc(S) → Cc(Λ\S) be

the natural projection map, i.e. π∗(f)(Λg) =
∑

λ∈Λ f(λg). Let π∗ be the
pullback C(Λ\S)→ C(S). Then, for f1 ∈ Cc(S), f2 ∈ Cc(Λ\S), we have:

〈π∗(f1), f2〉Λ\S = 〈f1, π
∗f2〉S

Let f(s) =
∫
B2
χ(ss−1

1 ) ds1 ∈ Cc(S). Then supp(f) ⊂ ΩB2 and f ≥ 1B1 ,
where 1B1 is the characteristic function of B1. Indeed, for s1 ∈ B1 we have
f(s1) =

∫
B2
χ(s1s

−1) ds ≥
∫

Ωs1
χ(s1s

−1) ds = 1. By these definitions and
since 0 ≤ f ≤ 1 always, we have that

〈π∗f, π∗χ〉Λ\S = 〈π∗π∗f, χ〉S

=
∑
λ∈Λ

∫
s∈S

f(λs)χ(s)ds ≤ |Λ ∩ supp(f).Ω| ≤ |Λ ∩B3|.
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Also note that π∗π∗1B1(s) =
∑

λ∈Λ 1B1(λs) =
∣∣Λs ∩B1

∣∣ and so

(12.3) 〈π∗f, π∗f〉Λ\S = 〈f, π∗π∗f〉S ≥ 〈1B1 , π
∗π∗1B1〉S =∫

B1

∣∣Λs ∩B1

∣∣ ds =
∫
B1

∣∣Λ ∩B1s
−1
∣∣ ds

Next we need to understand the relationship between separated subsets of
Λs0 ∩ B and the expression

∣∣Λ ∩ B1s
−1
∣∣. Suppose that there exists a 1-

separated subset ∆ ⊂ Λs0 ∩B, for some s0 ∈ B. Clearly for each δ = λs0 ∈
∆, we have ∆δ−1 ⊂ Λs0δ

−1 ∩ Bδ−1 ⊂ Λ ∩ Bδ−1. In particular, whenever
s ∈ δΩ, we must have ∆δ−1 ⊂ Λ∩B1s

−1 and so |Λ∩B1s
−1| ≥ |∆|. Because

the set ∆ is 1-separated, the balls δΩ for δ ∈ ∆ are disjoint. Each such δΩ
with δ ∈ ∆ ⊂ B is contained in BΩ ⊂ B1. Therefore, the integral on the
right hand side of (12.3) is ≥ |∆|2. vol(Ω).

We have shown that

|Λ ∩B3| ≥ 〈π∗f, π∗χ〉 and |∆|2 ≤ vol(Ω)−1‖π∗f‖2L2(Λ\S).

It remains to estimate ‖π∗f‖L2(Λ\S) and 〈π∗f, π∗χ〉.
The integral of f equals vol(B2). Consequently, the projection of π∗f

onto the locally constant functions has L2-norm � vol(B2)

vol(Λ\S)1/2
.

Similarly, if Pr denotes the orthogonal projection from L2(Λ\S) to con-
stant functions, we see that 〈Prπ∗f,Prπ∗χ〉 � vol(B∩S)

vol(Λ\S) .
To handle the projection of π∗f onto the orthocomplement of the con-

stants, we use standard bounds on matrix coefficients (see (6.7) – (6.9) and
(6.10)). We write Pr0 for the projection onto the orthogonal complement of
the locally constant functions. Then the bounds on the matrix coefficients
show that there is ρ > 0, depending only on the spectral gap, so that:

|〈s.Pr0 π∗χ,Pr0 π∗χ〉| � ϕwk
0 (s)ρ (s ∈ G).

Recall that f was defined as the integral of the right translate of χ by s−1
1

with s1 ∈ B2, which obviously give the same description of π∗f in terms
of π∗χ. Therefore, we have proved the claims (12.1) and (12.2) – at least
with certain instances of B̃ replaced by B2. But it is easy to see that this is
harmless because of the inclusion B2 ⊂ B̃. �

13. Effective closing Lemma.

Let us recall the closing lemma for hyperbolic flows. Let M be a compact
manifold; let ht : M → M be a one-parameter flow of smooth diffeomor-
phisms with hyperbolicity transverse to the flow direction. Suppose that
x ∈ M is so that the distance between hTx and x, measured w.r.t. a fixed
Riemannian metric on M , is sufficiently small. Then there exists y close to
x and T ′ close to T so that hT ′y = y, i.e. y has a periodic orbit under {ht}.

We shall need a method for producing periodic S-orbits, which is, in a
certain sense, an analogue of this result. This is Proposition 13.1 (“Proposi-
tion C2 ” from the outline) – it asserts that, if x ∈ Γ\G and if we are given a
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“sufficiently large” collection of elements si ∈ S so that xsi are all mutually
close to each other, then there exists x′ near x so that x′S is closed.

13.1. Proposition. Let H ⊂ S ⊂ G, with S connected. Let δ ≤ 1 ≤ N .
There exists some T0 = T0(Γ, G,H,N) with the following property:

Let T ≥ T0 and let v = volBS(T ). Suppose that {s1, . . . , sk} ⊂ BS(T )
is 1

10 -separated, that k ≥ v1−δ, and that there exists x ∈ Xcpct so that

xsi
T−N∼ xsj. Then there is x′ T

−N↑
∼ x so that x′S is a closed orbit of volume

≤ T δ↓.

Recall that the ↑, ↓ notation was defined in §3. In particular, the result
is vacuous unless δ is small enough.

13.2. Preparations for the proof. In the course of proof, we shall use
the phrase T sufficiently large to mean that T ≥ T0(Γ, G,H,N); we are free
to assume that T is sufficiently large. This allows us to replace any term
of the form cTN↑ by TN↑ . Similarly, we shall say N is sufficiently large if
N ≥ N0(G,H). In view of the notation N↑, we are free to assume that N is
sufficiently large.

Fix g0 ∈ G so that Γg0 = x. Here g0 may be chosen in a compact
subset of G, depending only on Γ, G (see discussion subsequent to Lemma

3.6.1.) There is γij ∈ Γ so that γijg0si
T−N∼ g0sj inside G. Thus, by (3.4),

γij
T
−N↑
∼ g0sjs

−1
i g−1

0 for sufficiently large T and N . The assumption si ∈
BS(T ) =⇒ ‖si‖ ≤ T together with (3.3) implies that ‖γij‖ ≤ c1T

2 and

γjkγij
T
−N↑
∼ γik; which implies that γjkγij = γik if T and N are sufficiently

large.
To sum up, in the setting of Proposition 13.1 we have produced a collection

of elements γij ∈ Γ so that:

‖γij‖ ≤ c1T
2(13.1)

γjk.γij = γik.(13.2)

γijg0si
T−N∼ g0sj(13.3)

Our proof proceeds as follows: First, we show we may slightly adjust g0

to a nearby g1 so that, in fact, γij ∈ g1S̃g
−1
1 . Here S̃ is the normalizer of S

as defined in §3.4. Next, we show that x′ = Γg1 has the property required:
x′S is a closed orbit of small volume.

13.3. Proof of Proposition 13.1. We observe in advance that we will
defer two results in the course of proof to the end of the section, to avoid
interrupting the flow.

Let e1, . . . , ed be a basis for s, the Lie algebra of S. Let V := (∧dim(s)g)⊗2,
and set vS = (e1∧· · ·∧ed)⊗2 ∈ VR := V ⊗Q R. Then G acts on the Q-vector
space V , G acts on the R-vector space VR, and the stabilizer of the vector
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vS is precisely S̃; the orbit G.vS is a smooth submanifold of VR, as follows
from general facts about orbits for algebraic groups.

There exists a G-equivariant projection map from an open neighbourhood
of G.vS to G.vS . A precise statement and self-contained discussion of what
we need in §13.5. See [40, Theorem 2.7] for much stronger and general
statements.

For any finite subset F of the γijs, let

(13.4) X(F ) = {g ∈ G : F ⊂ gS̃g−1}.
(We work with S̃ instead of S only to make the following argument as explicit
as possible.) There is an integer κ25, depending only on G and H so that:

(13.5) F ⊂ {γij}, |F | ≤ κ25, X(F ) = X({γij}).
This is an example of an “effective” Noetherian argument. Start with F = ∅
and adjoin one γij at a time to F . The resulting sets X(F ) are the real
points of a descending sequence of algebraic varieties, which must terminate;
(13.5) gives an explicit estimate for how far one must go. We give a precise
argument in §13.6. Take such an F = {δ1, . . . , δm}, where m ≤ κ25.

The Euclidean norm on g induces one on VR and V m
R . Consider the map

VR
A−→ V m

R

where A = ⊕mi=1(δi − 1). The element g0vS almost belongs to the kernel of
A: in fact ‖A.g0vS‖ � T−N↑ , as follows from (13.3) and the fact ‖si‖ ≤ T .

Moreover, with respect to a fixed basis for the Q-vector space V , all the
entries of A are rational numbers of numerator and denominator ≤ T ∗. This
follows from (13.1), and the fact that, since Γ is arithmetic, the denominators
of matrix entries of A are bounded below.

It follows that (see Lemma 13.4.1 at the end of the present section for an
explication) there is a nearby vector in the kernel of A which belongs to the
kernel, i.e. an element v′S ∈ VR such that

(13.6) δiv
′
S = v′S , 1 ≤ i ≤ m and ‖v′S − g0vS‖ � T−N↑ .

We claim that there exists g1, satisfying g1
T
−N↑
∼ g0 for large enough T

and N , so that v′S := g1vS also satisfies (13.6). This claim will imply that
g1 ∈ X(F ) 6= ∅ (see (13.5)) and therefore that γij ∈ g1S̃g

−1
1 .

We have noted that g0 may be chosen to belong to a compact subset of
G depending only on H and Γ. Therefore, vS and so also g−1

0 v′S belongs
to a fixed compact subset of VR depending only on Γ, G, H, and S. The
equivariant projection map Π mentioned above restricted to this subset is
Lipshitz, with a constant depending only on Γ, G, H, and S. Therefore
– replacing v′S by g0Π(g−1

0 v′S) – we may assume that v′S ∈ G.vS without
changing the fact that ‖v′S − g0vS‖ � T−N↑ . Next, the map g 7→ g.vS is a
submersive map from G to G.vS , in a neighbourhood of g0. We may thereby
find g1 near g0 so that v′S = g1vS . The claim after (13.6) follows, at least
for T sufficiently large.
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Having modified g0 to a nearby g1, we now proceed to show that x′ = Γg1

has the properties required by the Proposition. Precisely, we shall show
that:

(13.7) Λ := g−1
1 Γg1 ∩ S is a lattice within S of covolume � T δ↓.

This will establish the proposition.

By construction, g1
T
−N↑
∼ g0 and γij ∈ g1S̃g

−1
1 . Set γ′ij = g−1

1 γijg1, s
′
i =

γ′1is1. Then γ′ij , s
′
i ∈ S̃ and s′i = γ′jis

′
j by (13.2) for all pairs i, j. Also,

s′i
T
−N↑
∼ si for sufficiently large T , because si

T
−N↑
∼ g−1

0 γ1ig0s1 (see (13.3)).
Consequently, for T sufficiently large, the s′i are 1

20 -separated and belong to
BS(c2T ). 25

We are going to apply the upper bound (part 2) of Proposition 12.2 with Λ
as in (13.7), B := BS(c2T ) and with {s′i} as the separated subset of B∩Λs′1.
By the remark after Proposition 12.2, the proposition also yields bounds for
the cardinality of any 1

20 -separated subset, such as {s′i}; the upper bound
is weaker by a constant that depends only on H,G. Notations as in that
proposition, the ball “B̃” is contained in BS(c3T ), for T sufficiently large,
as we see by applying property (3) of §3.5.

In order to apply that Proposition, we apply Proposition 6.1 with x = Γg1

to show that the action of S on the orthogonal complement of the locally
constant functions in L2(Λ\S) has a spectral gap (depending only on G,H).
Let ρ be as in the statement of Proposition 12.2; it depends only on this
spectral gap, and, therefore, only on H,G.

We note that, by results established in §6.4, we have

1
volBS(c3T )2

∫
BS(c3T )×BS(c3T )

(ϕwk
0 (g1g

−1
2 ))ρ dg1 dg2 � T−ζSρ � v

− ζSρ

2AS

(13.8)

for suitable ζS , AS > 0 depending on S.
Apply Proposition 12.2, (2). We conclude that:

v1−δ ≤
∣∣{si}∣∣� v√

vol(Λ\S)
+ vv−ζSρ/4AS

In other terms, vol(Λ\S)−1/2 + v
− ζSρ

4AS � v−δ. In particular, if δ < ζSρ/4AS
and T is sufficiently large, we see that vol(Λ\S) � v2δ. In particular, Λ
must be a lattice in S: our conventions dictated that its covolume is ∞ if
this is not the case.

This concludes the proof of (13.7), and therefore the Proposition. �
We now establish some (simple) results that were used in the above proof.

25Indeed, the fact that s′i
T
−N↑
∼ si forces s′i = siωi, where ωi

T
−N↑
∼ 1. For T sufficiently

large, this forces ωi ∈ S. Therefore, by property (3) of §3.5 and the fact si ∈ BS(T ), we
conclude that s′ ∈ BS(c2T ).
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13.4. A vector almost in the kernel of a rational matrix, is near
a vector in the kernel. In the following statement, ‖ · ‖ refers to the
standard Euclidean norm on Rn and Rm.

13.4.1. Lemma. Let A ∈Mn×m(Z) be an n×m integer matrix, all of whose
entries are ≤ E in absolute value. Suppose v ∈ Rm with ‖Av‖ ≤ δ. Then
there exists v0 ∈ ker(A) with ‖v − v0‖ ≤ δ(nm)n/2En.

Proof. There exists an orthonormal basis v1, . . . , vm for Rm with the prop-
erty that Avi are orthogonal in Rn and so that the lengths σi := ‖Avi‖ are
decreasing. The σi are the singular values and σ2

i are the eigenvalues of AAt

(see §7.2).
The matrixA.At is an n×nmatrix, all of whose entries are integers≤ mE2

in absolute value. The absolute value of any eigenvalue is thereby bounded
by nmE2. Moreover, the eigenvalues are algebraic integers; in particular, the
product of all their algebraic conjugates is a nonzero integer. It follows from
this that the absolute value of any nonzero eigenvalue of A.At is bounded
below by (nmE2)−n. Therefore, each nonzero |σi| ≥ (nmE2)−n/2.

Now take v ∈ Rm so that ‖Av‖ ≤ δ. The projection v′ of v onto the span of
all vi with Avi 6= 0 therefore has length ≤ δ(nm)n/2En. Set v0 = v− v′. �

13.5. Existence of an equivariant projection. Notations as in the proof.
We shall show the existence of an equivariant projection from a fixed small
neighbourhood of vS , onto G.vS . This suffices for the argument in the text,
although one can do much better, see [40].

The map g 7→ g.vS induces a map on tangent spaces and in particular a
map g→ VR. Since S is semisimple, we may choose an S-invariant comple-
ment W to the image of g. Let G ×S W be the quotient of pairs (g, w) by
the equivalence (gs, s−1w) ∼ (g, w); it is a vector bundle over G/S and so a
manifold. Consider the map G ×S W → VR, given by (g, w) 7→ g.(vS + w).
The differential of this map is an isomorphism at (g, w) = (1, 0) and there-
fore, by the implicit function theorem, it defines a diffeomorphism from a
neighbourhood N1 ∈ G×SW of (1, 0), to a neighbourhood N2 of vS . In this
neighbourhood there exists a projection that is, at least locally, equivariant,
which is given by

(13.9) Π : g(vS + w) ∈ N2 7→ gvS .

This crude construction already suffices for our simple application. In-
deed, it implies the following weak Lemma, which is easily seen to imply our
application:

13.5.1. Lemma. There exists a constant κ26 > 0 with the following property.
Let v ∈ N2 and δ ∈ Γ. If δv = v, and ‖v − vS‖ ≤ ‖δ‖−κ26, then also
δΠ(v) = Π(v).

Proof. Choose (g, w) ∈ N1 so that g(vS + w) = v. Observe that ‖gvS −
vS‖, ‖gw‖ � ‖vS − v‖.
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Then Π(v) = gvS . Since (δv−v) = (δgvS−vS)+(vS−gvS)+(δgw−gw),
we get

(13.10) ‖δgvS − vS‖ ≤ ‖gvS − vS‖+ ‖δ(gw)− (gw)‖ � ‖δ‖?‖vS − v‖.

From this, we see that (δg, w) ∈ N1 if κ26 was chosen big enough. (Indeed,
(δg, w) = (δgs, s−1w) in G×S W . The assumption ‖v − vS‖ ≤ ‖δ‖−κ26 and
(13.10) ensure that (δgs, s−1w) is close to (1, 0) for a suitable choice of s.)

However, (δg, w) and (g, w) both map to δv = v under the diffeomorphism
from N1 to N2. Therefore, δgS = gS, i.e. δΠ(v) = Π(v). �

13.6. Effective noetherian arguments. Set as before X(F ) = {g ∈ G :
F ⊂ gS̃g−1}. We shall show that, given any set F1, there exists a subset
F ⊂ F1 of size bounded only in terms of G,S, so that X(F1) = X(F ).

Indeed, notations as before, we have:

X({α}) = {g ∈ G : αgvS = gvS} = {g ∈ G : gvS ∈ Fix(α)}

where Fix(α) is the fixed locus of α acting on V .
Given a vector space of dimension d, and a collection of linear subspaces,

any intersection of these subspaces can in fact be expressed as the intersec-
tion of at most d of them. In particular, there exists F1 ⊂ F of size ≤ dimV
so that: ⋂

α∈F1

Fix(α) =
⋂
α∈F

Fix(α).

This implies that X(F1) = X(F ), as desired. �

14. A corollary of the closing Lemma.

14.1. In the previous section, we presented a version of a closing lemma for
actions of semisimple groups. In the present section, we shall apply it to the
setting needed in this paper, proving the following (“Proposition C” from
§4). µ is as in Theorem 1.3.

14.2. Proposition. Given a connected intermediate subgroup H ⊆ S ⊆ G,
ζ ∈ (0, 1), and dS ≥ 1, there exists ξ and d′ depending only on dS, ζ, G, H,
and ε0 = cζ,dS > 0, so that:

Suppose for some ε ≤ ε0 that
(1) µ is ε-almost invariant under S, with respect to the Sobolev norm
SdS , and that

(2) µ(xS) = 0 for all closed S-orbits of volume ≤ ε−ζ .
Then there exists x1, x2 so that x2 = x1 exp(r), r ∈ r, ‖r‖ ≤ εξ, and x1, x2

are both [‖r‖−κ9 , ‖r1‖−κ8 ]-generic w.r.t. Sd′.

We strongly suggest the reader glance at the description of this argument,
provided in §4.5, prior to reading what follows. Also recall that r1 stands
for the non-fixed components of r in the splitting defined in (3.2).
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14.3. Beginning of the proof. In this proof, ε sufficiently small will mean
that ε is bounded above by a constant c1(dS , ζ). In view of the formulation
of the Proposition, we are free to assume ε is sufficiently small.

Let β as in Proposition A (9.3) with d = dS . Let AS be as in (6.12).
Let N↑, δ↓ be the functions defined in Proposition 13.1. Take N so large

that N↑ ≥ 2ASκ12 where κ12 is as in Proposition C1 (11.1). Choose δ so
small that δ↓ ≤ AS/2. Let q be chosen so small that:

• q ≤ β;
• 2qNκ8 < β.
• 2qAS ≤ ζ.
• qdSκ22 <

1
2 .

Finally, we put ξ = δqAS
5 dim(G) . These choices of N, δ, q depend only on

G,H, ζ, dS . We set T = ε−q and v = vol(BS(T )). Our constraints imply
that, for ε sufficiently small, we have

(14.1) TN↑ ≥ vκ12 , T δ↓ ≤ v, v−
δ

2 dim(G) ≤ ε2ξ, T ≤ ε−β, v ≤ ε−ζ .

The reader should not pay too much attention to the mass of constants
above: simply, N and δ are fixed; ε is very small, and v−1 is small. Set

(14.2)

E1 =
{
x : there is x′ v

−κ12∼ x such that x′S is closed of volume ≤ v
}
.

Under our assumption, Proposition C1 (11.1) furnishes an upper bound for
the µ-measure of E1. In fact,

(14.3) µ(E1) ≤ 1/2 for v ∈ [V0(Γ, G,H), ε−ζ ].

Note that the condition on v will be satisfied if ε is sufficiently small.
Apply Proposition A (9.3) with d = dS , R = T . It produces points generic

with respect to a new Sobolev norm Sd′ ; generic is always understood in
that sense, in what follows. More precisely, Proposition 9.3 asserts that
the fraction of pairs (x ∈ X, s ∈ BS(T )) so that x.s is not [T0, ε

−β]-generic
is �dS T−1

0 . We choose T0 large enough so that this fraction of points is
< 1

1010 . This choice of T0 depends only on Γ, G,H, dS .
Next, we observe that:

(14.4) The fraction of (x ∈ X, s ∈ BS(T )) for which x.s /∈ Xcpct is ≤ 1
1010

if ε is sufficiently small. Here “fraction” is measured w.r.t. µ×volS . Indeed,
recalling that Xcpct = S(R0), take a smooth function F so that:

1X−S(R0/2) ≥ F ≥ 1X−S(R0)

Invoking Lemma 8.2.2 and the almost invariance,

|
∫
F (xs)dµ(x)−

∫
Fdµ| � εT dSκ22SdS (F ) whenever s ∈ BS(T ).
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Thus ∫
s∈BS(T ),x∈X F (xs)

volBS(T )
− µ(X −S(R0/2))� ε1−qdSκ22SdS (F ).

F may be fixed in a fashion depending only on Γ, G. Moreover, 1−qdSκ22 >
1/2. Therefore, if ε sufficiently small, the observation (14.4) follows.

For each x ∈ X, let

f(x) =
1

vol(BS(T ))
vol
({
s ∈ BS(T ) : xs ∈ Xcpct, xs is [T0, ε

−β]-generic
})

The function f takes values in [0, 1]. In view of our remarks above,
∫

(1−
f(x)) dµ ≤ 2

1010 . Thus, the set E2 = {x ∈ X : f(x) < 1 − 10−6} satisfies
µ(E2) < 1

10 . Let Xgood = Xcpct − E1 − E2.
The set Xgood is a µ-nonempty set and has the following properties:
(1) Xgood ⊂ Xcpct.
(2) For any x ∈ Xgood, the set

(14.5) Bx =
{
s ∈ BS(T ) : xs is [T0, ε

−β]-generic and belongs to Xcpct

}
has measure larger than (1− 10−6) volBS(T ).

(3) For any x ∈ Xgood, there does not exist x′ v
−κ12∼ x such that x′S is

closed of volume ≤ v.
Let x ∈ Xgood,Bx as in (14.5).

Lemma. There exists b1, b2 ∈ Bx so that xb1 = xb2 exp(r) for some r ∈ r,

where v−
δ

2 dim(G) � ‖r‖ � T−N . Moreover, ‖r1‖ � ‖r‖.
The Proposition follows from this, as we now explicate:
By choice, v−

δ
2 dim(G) ≤ ε2ξ. Then ‖r‖ ≤ εξ, for ε sufficiently small. Let us

verify that
[‖r‖−κ9 , ‖r1‖−κ8 ] ⊆ [T0, ε

−β].
Since T0 �dS 1, the inequality ‖r‖−κ9 ≥ T0 holds if ε is sufficiently small.
The other inequality ‖r1‖−κ8 ≤ ε−β follows for sufficiently small ε because
‖r1‖−κ8 � ε−qNκ8 , and qNκ8 ≤ β/2.

14.4. Proof of the lemma. Let us recollect the situation. We are given
x ∈ Xcpct and a subset Bx ⊂ BS(T ) satisfying vol(Bx)

volBS(T ) ≥ 1− 10−6, and we

know that there does not exist x′ v
−κ12∼ x such that x′S is closed of volume

≤ v.
We are free to prove the Lemma for T sufficiently large: here and in the

course of the proof, the phrase “for T sufficiently large” to mean “for T
larger than a constant that may depend on δ, N , Γ, G, and H.” Indeed, we
can guarantee T sufficiently large by taking ε sufficiently small.

Take sufficiently small symmetric neighbourhoods Ω′, and Ω of the iden-
tity in S, resp. Ωr of 0 ∈ r such that:

(14.6) Ω′ ⊂ Ω ⊂ {s ∈ S : d(s, e) ≤ 1/4} ⊂ S.
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The precise notion of sufficiently small will be specified in the course of the
argument; however, it will depend only on Γ, G,H and therefore constants
that depend on Ω′,Ω,Ωr will be absorbed into � notation.

Set

(14.7) B = {s ∈ Bx : vol(sΩ ∩ Bx) ≥ 0.99 vol(Ω)}
We shall verify that, for T sufficiently large, we have also

(14.8) vol(B)� vol(BS(T ))(= v).

If we set f(s) = vol(sΩ∩Bx)
vol(Ω) , then

∫
Bx f(s) ds = (vol(Ω))−1

∫
Ω vol(Bxs∩Bx) ds,

which exceeds

vol(Ω)−1

∫
Ω

(
vol(BS(T )s ∩BS(T ))− 10−5 vol(BS(T ))

)
ds.

By property (3) of §3.5, there is a constant c < 1 so that BS(cT ) ⊂ BS(T )s∩
BS(T ) for any s ∈ S with d(s, e) ≤ 1/4. In particular, using (6.12), property
(3b) of §3.5, and choosing Ω sufficiently small, we can arrange that

(14.9) vol
(
BS(T )s ∩BS(T )

)
≥ (1− 10−5) volBS(T )

for any s ∈ Ω, at least for T � 1. Thus,
∫
Bx f(s) ds > (1− 10−4) volBS(T );

in particular, the set of s ∈ BS(T ) for which f(s) > 0.99 has volume at least
1
2 volBS(T ).

For y ∈ X, let

N(y) := vol
({
s ∈ B : xsΩ ∩B(y, T−N/2) 6= ∅

})
Loosely speaking, N(y) measures the number of “times” in B for which the
corresponding point in xB comes within T−N of y. We consider two separate
cases:
Case I : For every y ∈ X, N(y) ≤ v1−δ/2.

Case II : There is y ∈ X with N(y) ≥ v1−δ/2.
Let us show that Case II cannot occur by using that x is not close to a

closed orbit of small volume. Suppose that Case II occurred; let y0 ∈ X be
so that N(y0) ≥ v1−δ/2. Choose a maximal 1-separated subset {si}1≤i≤I of{

s ∈ B : xsΩ ∩B(y0, T
−N/2) 6= ∅

}
Then I � v1−δ/2. In explicit terms, there are ωi ∈ Ω (i ∈ I) so that

xsiωi
T−N∼ xsjωj (i, j ∈ I).

In particular, the elements s′i = si.ωi are 1/2-separated26 and belong
to BS(c2T ). In view of our assumptions on δ,N , Proposition C2 (13.1) –

applicable so long as ε is sufficiently small – would show there is x′ v
−κ12∼ x so

that x′S is a closed orbit of volume ≤ v; but that contradicts our assumption
on the point x.

26Indeed, d(si, s
′
i) ≤ 1/4 by the left-invariance of the metric, and d(si, sj) ≥ 1 by

choice.
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Therefore, we are in Case I. It will be convenient to pass to a local coor-
dinate system. Clearly, there is x′ ∈ Xcpct so that:

vol{s ∈ B : xs ∈ x′ exp(Ωr)Ω′} � v.

Indeed, we may cover Xcpct by finitely many neighborhoods of the form
x′ exp(Ωr)Ω′; and, by assumption, xB ⊂ Xcpct.

For each s ∈ B so that xs belongs to our chosen neighbourhood, we may
write:

xs = x′. exp(rs).σs, rs ∈ Ωr, σs ∈ Ω′.
Let B be any metric ball of radius T−N/4 in the Euclidean space r, so

that B ∩ Ωr 6= ∅. We claim that the preimage of B, under the map s 7→ rs,
has measure ≤ v1−δ/2. Were this false, there exists a subset B′ ⊂ B of
volume > v1−δ/2, so that xB′ ⊆ x′ exp(B)Ω′. If Ωr is sufficiently small,
x′ exp(B) ⊂ B(x′′, T−N/2), for a suitable x′′ ∈ x′ exp(B).

In particular, N(x′′) > v1−δ/2, in contradiction to the assumption in Case
I.

Cover Ωr by T−N/4-balls so that each one overlaps with O(1) others. The
previous paragraph shows that � vδ/2 of these balls contain a point of the
form rs, for some s ∈ B. Thus there is s1, s2 so that T−N � ‖rs1 − rs2‖ �
v−δ/(2 dim(r)). Thus,
(14.10)
xs1 = x′ exp(rs1)σ1, x

′s2 = x exp(rs2)σ2, T
−N � ‖rs1−rs2‖ � v−δ/(2 dim(r))

and σ1, σ2 ∈ Ω′ ⊂ S.
Using (14.10), we shall now perturb s1 and s2 along S slightly to find

b1, b2 ∈ Bx as in the first claim of the lemma. For i ∈ {1, 2}, let Wi = {s ∈
Ω : sis ∈ Bx}. Then vol(Wi) > 0.9 vol(Ω) by (14.7) and the surrounding
discussion. Our (intuitively obvious) conclusion follows from the following

Sublemma. Suppose we are given σi ∈ Ω′, r′i ∈ Ωr, and subsets Wi ⊂ Ω
of measure vol(Wi) > 0.9 vol(Ω) for i = 1, 2. Then there exists wi ∈ Wi for
i = 1, 2 so that

exp(r′1)σ1w1 = exp(r′2)σ2w2 exp(r), r ∈ r, ‖r‖ � ‖r′1 − r′2‖, ‖r1‖ � ‖r‖.

This statement easily implies the Lemma: First of all, bi = siwi ∈
Bx. Therefore, xi := xbi satisfy the constraints of the Lemma (i.e. x2 =

x1 exp(r), where v−
δ

2 dim(G) � ‖r‖ � T−N .)

14.5. Proof of the sublemma. Define functions φS × φr(s) : Ω → S × r
according to:
(14.11)(

exp(r′2)σ2

)−1 exp(r′1)σ1s = φS(s) exp(φr(s)), φS(s) ∈ S, φr(s) ∈ r.

Strictly speaking, the maps φS , φr are functions of r′1, r′2, σ1, σ2, and s; but
we shall suppress the dependence on the first four variables, which will be
fixed throughout the proof.
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If Ω, Ωr, and Ω′ are sufficiently small, the expression on the left of (14.11)
is “sufficiently close” to the origin. This implies that, if we take the three
sets Ω,Ω′,Ωr sufficiently small, φS and φr will be defined and smooth. In
that statement, the notion of “sufficiently small” depends only on G,H.

We require that Ω, Ω′, and Ωr are so small that:
• φS is injective,
• The preimage Ω′′ := φ−1

S (Ω) ⊂ Ω of Ω has volume vol(Ω′′) >
0.9 vol(Ω).
• The Jacobian of φS is everywhere on Ω between 0.9 and 1.1, i.e. the

map φS almost preserves volume.
This is possible since the dependence of φS on s and the parameters r′1, r′2,
σ1, σ2 is smooth and since φS(s) = s if the latter parameters are trivial.
Clearly these restrictions only depend on S.

These conditions imply vol(φS(W1 ∩ Ω′′)) > 0.5 vol(Ω). Therefore, W2 ∩
φS(W1 ∩ Ω′′) must be nonempty. Take w1 ∈ W1 with φS(w1) = w2 ∈ W2.
We may also assume that w1 is, in a weak sense, a point of density for this
set: φ−1

S (W2) ∩W1 intersects w1Ω′ in a set of volume bounded below.
Then:

exp(r′1)σ1w1 = exp(r′2)σ2w2 exp(φr(w1)).
by (14.11).

We claim ‖φr(w1)‖ � ‖r′1− r′2‖. To see that, rearrange (14.11) as follows:

exp(r′2)−1 exp(r′1) =

σ2φS(w1) exp(φr(w1))(σ1w1)−1 ∈ S exp(Ad(σ1w1)φr(w1))

It will therefore suffice to prove that, if we express exp(r′2)−1 exp(r′1) in the
form s exp(X) (s ∈ S,X ∈ r), we have the majorization ‖X‖ � ‖r′1 − r′2‖
for sufficiently small Ωr. This has already been seen: (10.1).

It remains to check that ‖φr(w1)1‖ � ‖φr(w1)‖. We will do this after
possibly modifying w1, using the “point of density” assumption. For σ ∈ S
near to the identity, we have φr(w1σ) = Ad(σ−1)φr(w1); replacing w1 by a
nearby w1σ ∈ φ−1

S (W2) ∩W1, and applying a suitable variant of (10.5), we
conclude.

This concludes the proof of the Sublemma. �

15. An almost invariant measure on a closed orbit is close to
the invariant measure.

We shall prove (“Proposition F” from §4)

15.1. Proposition. Let x0 ∈ X be so that x0S is a closed orbit of volume V ,
for some connected S ⊃ H. Suppose µ is a probability measure on x0S that
is ε-invariant under S w.r.t. a Sobolev norm Sd. Let ν be the S-invariant
probability measure on x0S.

Then there are κ14 and κ15 so that

(15.1) |µ(f)− ν(f)| �d V
κ14εκ15/dSd(f) for f ∈ C∞c (X).
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In particular, there are constants κ16, κ17 > 0 such that if V ≤ ε−κ16/d then
µ and ν are εκ17/d-close:

|µ(f)− ν(f)| �d ε
κ17/dSd(f) for f ∈ C∞c (X).

One cannot – at least naively – dispense with the occurrence of V in the
statement.

Proof. Let χ ∈ C∞c (S) be a fixed probability measure supported in the ball
{s ∈ S : ‖s‖ ≤ 2}.

Denote by L2
0(ν) the orthogonal complement of the constant functions.

Let f ∈ C∞c (X) and write F = f − ν(f) ∈ L2
0(ν). To prove (15.1) we need

to estimate |µ(F )|. By the spectral gap, furnished by Proposition 6.7.1, we
have

‖F ? χ‖L2(ν) ≤ (1− δ)‖F‖L2(ν),

where δ > 0 depends only on χ and the spectral gap for S acting on L2(νx0S).
In view of the statement of Proposition 6.7.1, which guarantees such uniform
spectral gaps, we may regard (after having fixed a choice of χ for each
subgroup S) δ as depending only on G,H.

Let χ(1) = χ and χ(n) = χ(n−1) ?χ for n a positive integer. Here ? denotes
convolution on S. By the definition of “almost invariance” (§3.10), we have
|µ(f ? χ)− µ(f)| ≤ εSd(F ). In consequence, there exists Eχ > 1 so that:

|µ(f ? χ(n))− µ(f)| � εEndχ Sd(F ).

As convolution with χ maps a constant to itself, we have therefore also

(15.2) |µ(F ? χ(n))− µ(F )| � εEndχ Sd(F ).

Now, by (3.7), we see that that the fibers of x 7→ xs, considered as a map
{s ∈ S : ‖s‖ ≤ 2} → X, have size� ht(x)dim(S)κ3 ; thus by Cauchy-Schwartz
in L2(ν)

|F ? χ(x)| � ht(x)κ3 dimS

∫
|F |dvol =

ht(x)κ3 dimSvol(Sx)
∫
|F |dν � vol(x0S)ht(x)κ3 dim(S)‖F‖L2(ν).

Applying this to F ? χ(n−1), we obtain:

(15.3) |F ? χ(n)(x)| � vol(x0S)ht(x)κ3 dim(S)(1− δ)n‖F‖L∞ .

We combine (15.2), (15.3), and the fact |F ? χ(n)(x)| ≤ ‖F‖L∞ � Sd(F ).
It results

|µ(F )| � Sd(F )
(
εEndχ +

∫
x0S

min(1, vol(x0S)(1− δ)nht(x)κ3 dim(S))dµ
)

To estimate the bracketed quantity on the right-hand side, we split the
integral into x0S∩S(R1) and its complement, where R1 is a parameter that
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will be optimized. In view of Lemma 3.6.1, the bracketed quantity on the
right-hand side is bounded by

εEndχ + vol(x0S)(1− δ)nRκ3 dimS
1 + c8R

−κ4
1

We now choose the free parameters R1 and n so that the three quantities
εEndχ , vol(x0S)(1−δ)nRκ3 dimS

1 , and R−κ4
1 are of comparable size. The stated

result follows by recalling that F = f − ν(f). �

16. Proof of Theorem 1.3

We shall say that µ is [S, ε, dS ]-almost invariant if µ is ε-almost invariant
under a connected intermediate subgroup S w.r.t. a Sobolev norm SdS .

The precise analog to the non-effective proof, or of §2.7, would be to
choose a “maximal” S under which µ is almost invariant. However, we find
it clearer in this effective setting to present instead the proof by iteration,
i.e. building up, dimension by dimension, a larger and larger S under which
µ is almost invariant.

16.1. Completion of the proof of Theorem 1.3.

Lemma. Suppose that µ is [S, ε, dS ]-almost invariant. There exists con-
stants κ18, κ19, κ20, and d′S = d′S(dS , G,H) so that for any ε sufficiently
small (i.e. ε� 1) either:

• |µ(f) − µx0S(f)| �dS εκ19(dS)SdS (f), for some closed orbit x0S of
volume ≤ ε−κ18(dS).
• The measure µ is [S∗, c1(dS)εκ20(dS), d′S ] almost invariant, where the

connected subgroup S∗ ⊃ H has larger dimension than S.

Apply Proposition 14.2 with ζ = κ16/dS . If it fails to be applicable, we
are in the first case of the Lemma, by Proposition 15.1. Indeed, we may
take κ18(dS) = κ16/dS and κ19(dS) = κ17/dS .

Otherwise, Proposition 14.2 produces d′S > dS and ξ, both of which
depend only on G,H, dS , and two points x1, x2 so that x1, x2 are both
[‖r‖−κ9 , ‖r1‖−κ8 ]-generic for µ w.r.t Sd′S moreover ‖r‖ ≤ εξ.

Now we apply Proposition 10.2 with µ1 = µ2 = µ. It shows that µ is
�dS ε

min(1/2,κ7ξ/2)-almost invariant under an element Z ∈ r which satisfies
‖Z‖ = 1. In view of Proposition 8.1, µ is �dS εκ13 min(1/2,κ7ξ/2)- almost
invariant under a subgroup S∗ ⊃ H of strictly larger dimension.

The proof of the Lemma is complete.

16.2. Proof by iteration. We now prove Theorem 1.3 by iterating the
Lemma. Now, by definition, µ is [H, ε, dH ]-almost invariant for arbitrary ε
and dH = κ5 + 1. By the lemma, for small enough ε either:

(1) |µ(f)−µx0H(f)| � εκ19(dH)SdH (f), and x0H has volume≤ ε−κ18(dH).27

27In fact, in the case, µ = µx0H ; we write it in a way that will resemble the other steps
of the iteration.
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(2) µ is [S1, c1ε
ξ1 , d1]-almost invariant for some S1 ⊃ H of strictly larger

dimension; here ξ1, d1 depend only on H,G and c1 � 1.

Suppose the second case occurs. By the Lemma again, applied with c1ε
ξ1

instead of ε, one of the following occur for small enough ε:

(1) |µ(f)− µx0S1(f)| � εξ1κ19(d1)Sd1(f), where x0S1 is a closed S1-orbit
of volume � ε−ξ1κ18(d1), or:

(2) µ is [S2, c2ε
ξ2 , d2]-almost invariant for some S2 ⊃ H of strictly larger

dimension than S1. Here ξ2, d2 depends only on H and G, whereas
c2 � 1.

Iterating this process – which we can do at most dim(G)− 1 times – we
arrive at the following conclusion:

|µ(f)− µx0Sj (f)| � εξjκ19(dj)Sdj (f)

where Sj ⊃ H has dimension ≥ dim(H) + j, and x0Sj is a closed orbit of
volume � ε−ξjκ18(dj).

In the rest of the proof, we will abbreviate an expression like |µ(f) −
µx0S(f)| ≤ εSd(f) to the phrase “µ and µx0S are ε-close w.r.t. Sd;” some-
times we will suppress mention of the Sobolev norm.

Let ∆ be the supremum of all quantities ξjκ18(dj) that may arise through
the above process. Let δ be the infimum of all quantities ξjκ19(dj) that
may arise through the above process. Let d be the supremum of all dj that
may arise through the above process. These three constants depend only
on H and G, for there are a finite list of chains of intermediate subgroups
H ⊂ S1 ⊂ S2 ⊂ . . . Sj .

Thus, we conclude that for ε smaller than some constant ε0 � 1, there
is an intermediate subgroup Sj ⊃ H and a closed Sj-orbit x0Sj of volume
≤ c2ε

−∆, so that µ is ≤ c3ε
δ-close w.r.t. Sd to the Sj-invariant probability

measure on x0Sj .
The conclusion of our theorem follows: choose ε so that c2ε

−∆ = V . Then
the above applies for V � 1, showing that µ is � V −δ/∆-close w.r.t. Sd to
the S-invariant probability measure on the closed orbit x0S of volume ≤ V ,
where S is some intermediate subgroup.

By choosing appropriately V0 (from the statement of Theorem 1.3) in
a way depending on G, H and Γ, we can remove the implicit constant
by lowering the exponent: µ is ≤ V −δ/(2∆)-close to the measure on x0S
whenever V ≥ V0. �

16.3. Proof of the topological Theorem 1.4.

Proof of Theorem 1.4. Notations as in Theorem 1.3; especially, let δ, d, and
V0 be as in that Theorem. Let N be a large integer; it will be chosen in
course of the proof to depend only on G,H.

Let ג equal the number of intermediate subgroups H ⊆ S ⊆ G; it is finite
by Lemma 3.4.1.
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Consider the set V of all volumes of closed S-orbits x0S, where H ⊂ S ⊂
G. The cardinality of V is ≤ .ג

Take V > V N1+ג

0 and consider the intervals

(V 1/N1+ג
, V 1/Nג

], . . . , (V 1/Nd
, V 1/Nd−1

], . . . , (V 1/N , V ], for 1 ≤ d ≤ ג + 1.

It is clear that one of these intervals will contain no element of V. Call it
(X,XN ]. We apply Theorem 1.3 with the parameter “V ” set equal to XN .
It follows that there exists a closed S-orbit x0S of volume ≤ X, for some
intermediate subgroup H ⊂ S ⊂ G, so that:

(16.1)
∣∣∣∣∫ f dµ−

∫
f dµx0S

∣∣∣∣ < X−NδSd(f).

Note that with increasing N we may improve the exponent of X on the
right.

Now, let x ∈ x0S. Let η, fx be as in the proof of Lemma 10.3.1; roughly η
is any number less than the injectivity radius at x, and fx is a bump function
around x of radius η. The Sobolev norms of fx are estimated in (10.7).

Applying (16.1), we see that:

|µ(fx)− µx0S(fx)| � X−Nδht(x)dη−d.

On the other hand, it is clear that

µx0S(fx)� ηdim(S) vol(x0S)−1 � ηdim(S)X−1.

In particular, so long as:

(16.2) ηdim(S)+d � X1−Nδht(x)d

we will have µ(fx) > 0; in particular, supp(µ) must intersect the η-ball
around x. By assumption F is compact, so that ht(x)�F 1.

Taking N sufficiently large (1 − Nδ < −κ11), we may apply Lemma
10.3.1 (with V set equal to X) and are able to choose η satisfying (16.2)
and sufficiently small such that for x ∈ F ∩ x0S the support of fx intersects
x0S only in the local S-orbit (where we assume V > V1(F ) to handle the
implicit multiplicative constants). Note that X ≥ V 1/N1+ג

. Together we
conclude that supp(µ) intersects any ball on x0S of radius ≥ V −?. Here the
notion of “ball” is taken with respect to the induced Riemannian metric on
x0S. �

From the proof we can extract the following Corollary. In essence it is
equivalent to the Theorem, but it is a formulation that seems at first a little
stronger and is helpful in various contexts.

16.3.1. Corollary. Notation as in Theorem 1.3, let ∆ > 0 be real. There
exists r ∈ (0, 1) and W0 > 0, depending on G, H, Γ, and ∆, so that:

For any closed H-orbit x0H and any W > W0 there exists V ∈ [W r,W ],
an intermediate subgroup S, and a closed orbit x0S of volume ≤ V , so that
µ is V −∆-close to µx0S w.r.t. Sd.
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In other terms, we have “amplified” the exponent δ of Theorem 1.3 to an
arbitrarily large ∆. Of course, this carries a hidden cost. �

17. An arithmetic application: distribution of integral points
on prehomogeneous hypersurfaces

17.1. Introduction.

17.1.1. Discriminant and height. Notation as in our main theorem, closed
H-orbits also have an arithmetic invariant, the “discriminant” which mea-
sures their arithmetic complexity (cf. [18]). In arithmetic applications, what
one can easily measure is the discriminant, rather than the volume, of a
closed H-orbit; thus we shall present a proposition relating the two. This
result is Proposition 17.4.

We have already indicated some arithmetic applications of our results in
§1.8.2; mainly to see how Proposition 17.4 arises naturally, we shall present
another class of applications: to problems of Linnik type.

17.1.2. Linnik problems. By a Linnik-problem, we have in mind the follow-
ing: f is a homogeneous polynomial on a Q-vector space, and we wish to
analyze the distribution of integral points on the level set {f−1(d)}. For
a discussion of problems of this type, see also [51]. In the case when f is
prehomogeneous, this problem is amenable to analysis by our methods (cf.
[21]). We shall present a quantitative theorem in this direction, for certain
classes of such f , in Proposition 17.6.

This class of applications builds on the work of others. In particular,
the applicability of Ratner’s theorem to these problems was observed by A.
Eskin and H. Oh [22], related problems were studied by W. Gan and H.Oh.
The idea of using invariant theory to handle focussing problems originates
in work of A. Yukie [78, 77].

17.2. Some comments on heights. Let W be a Q-vector space equipped
with a Euclidean norm and an integral lattice WZ ⊂ W . The height of a
subspace W ′ ⊂ W is, by definition, the norm ‖e1 ∧ · · · ∧ er‖∧rW , where
e1, . . . , er is a basis for W ′∩WZ, and the norm on ∧rW is that derived from
W . In explicit terms:

ht(W ′)2 = det((ei, ej)).
We shall use the following simple principles:

(17.1) A subspace of low height has a basis of low height.

In explicit terms, one may choose a basis for W ′ ∩ WZ so that ‖ei‖ �
ht(W ′). This assertion is simply lattice reduction theory, together with the
observation that the lengths of elements of WZ are bounded below.
(17.2)
A system of linear equations of low height has a solution set of low height,

In more explicit terms, given a m×n integral matrix A, all of whose entries
are bounded above by a constant ‖A‖, the kernel of A – considered as a
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subspace of Qm, where we endow Rm with the Euclidean norm – has height
bounded by � ‖A‖κ(m,n).

17.3. The discriminant of a closed H-orbit. Notation as in our main
theorem. Suppose that ΓgH is a closed H-orbit. We shall attach to it an
arithmetic invariant, the discriminant. The corresponding procedure when
H is a torus was introduced in [18].

First of all, we observe that, with Λg = Γ ∩ gHg−1,

(17.3) the Zariski closure of Λg has Lie algebra Ad(g)h.

This follows from the Borel-Wang density theorem [43, Chapter II, Corollary
4.4], together with the fact that the algebraic group underlying H has no
compact factors. Thus, Ad(g)h is a Q-subspace of g.

Let r = dim(H), and define V = (∧rg)⊗2, VZ = (∧rgZ)⊗2. Choos-
ing any Q-basis e1, e2, . . . , ed for the Lie algebra of Ad(g)h, we set vgH =
(e1∧e2∧···∧er)⊗2

det(B(ei,ej))
, where B is the Killing form28 on g. Then vgH is independent

of the choice of basis (ei) for Ad(g)h. We define:29

disc(ΓgH) = min{m ∈ Z : vgH ∈ m−1VZ}.

17.4. Proposition. There exist κ27, κ28 > 0 so that, for any x ∈ Γ\G with
xH closed:

(1) There exists a representative g ∈ G for x so that the height of Ad(g)h
is � disc(xH)1/2.

(2) vol(xH)� disc(xH)κ27 .
(3) vol(xH)� disc(xH)κ28.

We will not prove the third assertion, because we do not need it, but in
fact the proof is substantially easier than the second assertion.

Proof. (Sketch). We have seen (Lemma 3.6.1) that there exists a fixed com-
pact set K ⊂ G whose projection to Γ\G necessarily intersects xH. Take
g ∈ K to be any representative for x.

For the first observation, we observe that both the restriction of the Killing
form, and the chosen Euclidean structure on g, induce definite quadratic
forms on ∧r (Ad(g)h), for each g ∈ G/H. Clearly, the ratio of these forms
vary continuously. In particular, if g lies within a fixed compact subset of
G/H, the height of Ad(g)h is, up to constants, comparable to the square
root of the discriminant, whence the first conclusion.

There are multiple methods of proof for the second assertion. We indicate
a proof using dynamical ideas.

28The restriction of B to h is nondegenerate. This statement may be verified at the
level of complexifications. Choose a real form of hC which is compact. The restriction of
B to this subalgebra is negative definite, whence the assertion.

29By virtue of the fact that gZ is Γ-stable, this definition is independent of the choice
of g.
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We first claim an effective version of (17.3). Namely, there exist constants
c1, κ29 so that:

the Zariski closure L′ of the group generated by
{λ ∈ Λg : ‖λ‖ ≤ c1 vol(xH)κ29} has Lie algebra Ad(g)h.

This can be established using results about lattice point counting, such as
those from §12.

This being established, let T ≥ c1 vol(xH)κ29 . Let F := {λ ∈ Λ : ‖λ‖ ≤
T}.

Let us fix a representation G on a Q-vector space W with the following
property: if WH

R denotes the H-fixed vectors in WR, then the pointwise
stabilizer of WH

R in G is precisely the Zariski-closure of H within G =
G(R). It is possible to do this, by Chevalley’s theorem and the fact that the
Zariski-closure of H is connected and does not admit algebraic characters.
In particular,

(17.4) {v ∈ g : v.WH
R = 0} = h.

Fix, once and for all, a Euclidean norm on WR and an integral lattice WZ.
Consider the fixed subspace WF for F inside W . We claim that WF has

“low height”, i.e. bounded by a power of ‖g‖ and vol(xH), when considered
as a subspace of W . Indeed, one may replace F by a subset F ′ ⊂ F , with
cardinality bounded in terms of G alone, so that WF ′ = WF , by similar
arguments to §13.6. The claim follows from (17.2).

Our definitions are so that the subgroup generated by F is Zariski-dense
in gHg−1; it follows that WF

R equals g.WH
R .

Therefore, the subalgebra of g defined by:

(17.5) {v ∈ g : v.WF = 0}
also has “low height”, in the same sense. This follows from (17.1) and (17.2).
By our assumption, the subalgebra defined by (17.5) coincides with the Lie
algebra of Ad(g)h.

We have established that Ad(g)h ⊂ g has “low height” in terms of
vol(xH); in view of the proof of the first assertion of the present Propo-
sition, we are done. �

We observe that this Proposition gives immediately an alternate proof of
Lemma 10.3.1.

17.5. Application to Linnik problems. We shall focus on the following
setting: Let G be a semisimple algebraic Q-group which acts on a Q-vector
space V , which preserves a polynomial invariant f : V → Q, and so that
(algebraically) each level set of f is a single G-orbit. Let VZ ⊂ V be a
lattice, and Γ a congruence subgroup of G := G(R) that preserves VZ.

This is, roughly speaking, the setting for the (arithmetic) study of “pre-
homogeneous vector spaces.” We shall impose an additional condition: that
the stabilizer of a generic point is semisimple and has finite centralizer in
G.
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Here are two specific instances with these properties (more can be found
by examining the tables of prehomogeneous vector spaces).

Case A. Fix an integer r ≥ 3. Let G = SL(r),Γ = SL(r,Z), take VZ to
consist of r × r integral symmetric matrices, and f = det.

Here dim(V ) = r(r + 1)/2, deg(f) = r, and the stabilizer of a
generic point is a form of the orthogonal group SO(r).

Case B. Fix r ∈ {7, 8}.30 Let G = SL(r),Γ = SL(r,Z), let VZ be the space of
alternating trilinear forms on Zr, with integral values; and f is the
discriminant (cf. §17.7.4).

Here, if r = 7, then dim(V ) = 35,deg(f) = 7 and the stabilizer
of a generic point is a form of G2. If r = 8, then dim(V ) = 36 and
deg(f) = 16, and the stabilizer of a generic point is a form of SL(3).

In Case B, some questions in Diophantine geometry on V , analogous
to the Oppenheim conjecture, were studied by ergodic methods by Yukie
and collaborators ([78], [77]) and, indeed, we use a technique to handle
“focussing” analogous to that of [78, 77].

The following Proposition gives a quantitative solution to Linnik’s dis-
tribution problem in the Cases A and B above. A non-effective version in
Case A was established by Eskin and Oh, [21]. We observe that, in both
these cases, the degree is “too large” relative to the dimension for the Hardy-
Littlewood method to be applicable. (For instance, Case A includes the case
of a (special) cubic form in five variables.)

17.6. Proposition. Let (V, f) be as in Case A or Case B, defined above.
Let V nc

R be the open subset of VR comprising points whose stabilizers in
G(R) are noncompact.

Suppose Ω ⊂ {x ∈ V nc
R : f(x) = 1} is compact with smooth boundary.

Let d → ∞ vary through integers with bounded square part31 and so that
f−1(d) ∩ VZ 6= ∅.

Then:∣∣{M ∈ VZ : f(M) = d,
M

d1/deg(f)
∈ Ω}

∣∣ = Cd(vol(Ω) +OΩ(d−δ)).

Here lim infd
logCd
log d > 0.

The proof will be only sketched. Presumably logCd
log d →

dim(V )−deg(f)
deg(f) ,

but we do not establish this.32 We intend to elaborate on this and other
applications in the S-arithmetic sequel to this paper.

The restriction that Ω ⊂ V nc can presumably be removed by p-adic meth-
ods, e.g. [20]. For “Case A” it is clear that f takes on all integer values, and

30The space with r = 6 would still be prehomogeneous; however, the stabilizer of a
generic point has an infinite centralizer.

31I.e. the set of perfect squares which divide some d is bounded
32 It is related to the question of the precise relationship between discriminant and vol-

ume of a periodic orbit. In principle, this can be reduced to the computation of Tamagawa
number, but the local computations seem difficult in the most general setting.
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so we can dispense with the restriction f−1(d) ∩ VZ be nonempty; it would
be nice to establish the exact range of values taken by f in “Case B.”

17.7. Prehomogeneous vector spaces: generalities. Let us proceed in
the general setting enunciated at the start of §17.5.

The set of points in V − f−1(0) whose stabilizer is a prescribed subgroup
of G is a finite set of lines, by virtue of the assumption that the generic
stabilizer is semisimple and has finite centralizer.

The level set f−1(1) is a union of a finite collection of G = G(R)-orbits.
Fix representatives xi for each orbit, and let Hi be the stabilizer of xi. (We
do not assume that Hi is connected; we will not go into details about the easy
arguments required, in what follows, to get around connectedness issues.)
We fix also a compact subset Ω ⊂ f−1(1).

For d > 0, each level set f−1(d) is – by scaling – identified with
⋃
iG/Hi.

For y ∈ f−1(d)∩VZ, let ȳ be its projection to f−1(1); we may choose i(y), gy
so that ȳ = gy.xi(y).

The orbit ΓgyHi is then closed, because the group gyHig
−1
y is the stabilizer

of y and therefore corresponds to the real points of a Q-algebraic group.

17.7.1. Lemma. There exists c > 0 with the following property: for any y
with ȳ ∈ Ω and f(y) 6= 0, the discriminant of ΓgyHi is �Ω ht(Q.y)c.

Proof. Consider the fixed points for the Lie algebra Ad(gy)Lie(Hi).
This set of fixed points is a linear subspace; on the other hand, it intersects

the Zariski-open set V − f−1(0) in a nonempty finite set of lines. Therefore,
it must consist of a single line. We may therefore characterize Q.y as the
fixed line for Ad(gy)Lie(Hi). (17.1) and (17.2) imply that the height of Q.y
is bounded by a power of the height of Ad(gy)Lie(Hi).

Because ȳ ∈ Ω, we may suppose that gy belongs to a fixed compact subset
within G. Our claim now follows from the first assertion of Proposition
17.4. �

17.7.2. Proof of Proposition 17.6 in Case A. Let us restrict to Case A.
Suppose that y ∈ V nc

Z ∩ f−1(d), with ȳ ∈ Ω.
It follows from Lemma 17.7.1 and the assumption on d (bounded square

part) that:

(17.6) vol(ΓgyHi)� dκ,

for some κ > 0.
Indeed, if we let ♠ be the g.c.d. of the entries of y, i.e. the largest integer

so that ♠−1y ∈ VZ, then ♠r divides det(y) = d. Because of the assumption
that d had bounded square part, ♠ is also bounded. But the height of Q.y
is, up to bounded multiples, the norm of ♠−1y, whence our conclusion.

In combination with our main theorem, this implies Proposition 17.6 in
“Case A.” See [21] for details of translating equidistribution of H-orbits to
statements in the style of Proposition 17.6.
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The idea, in words, is that our main theorem shows, in an effective sense,
the equidistribution of ΓgyHi ⊂ Γ\G. (We know, by (17.6), that this orbit
has large volume). This, however, is equivalent to the uniform distribution
(interpreted suitably) of Γgy on G/H, or, equivalent to the uniform distri-
bution of the Γ-orbit Γy on f−1(d). The integral points on f−1(d) ∩ VZ are
the union of finitely many such orbits, whence our conclusion.

17.7.3. Preparations for the proof in Case B. In order to establish Proposi-
tion 17.6 in “Case B,” we shall give a little more background on alternating
trilinear forms.

Let us recall that VZ is the space of trilinear alternating tensors on Zr.
In explicit terms, an element t ∈ V is an alternating, trilinear map:

t : Zr × Zr × Zr → Z.

17.7.4. Invariants and covariants. For 6 ≤ r ≤ 8, trilinear tensors have a
discriminant: a polynomial function disc : V → Q, homogeneous of degree
4 (resp. 7, 16) when r = 6 (resp. 7, 8). For definitions, we refer to [78, 77];
unfortunately, we do not know of any entirely simple definition.

There exists a polynomial SL(d)-equivariant map:

cov : V → Sym2Qr

of degree 3 (when r = 7) and of degree 10 (when r = 8). This is proven in
[78, 1.16] and [77, Definition 2.13].

The determinant of cov(t) is a scalar multiple of disc(t)3 (r = 7) and a
scalar multiple of disc(t)5 (when r = 8).

By “clearing denominators”, we may suppose that disc maps VZ into Z,
and that cov maps VZ into Sym2Zr.

17.7.5. Proof of Proposition 17.6 in Case B. These preliminaries being es-
tablished, let us turn to the proof of Proposition 17.6 in the case at hand.

We follow the general notations of §17.7, with G = SLr, V as above,
f = disc. In particular, we choose points xi ∈ f−1(1) as in §17.7. Let Si
be the stabilizer of cov(xi) inside G; it is a special orthogonal group, which
contains Hi by the equivariance of cov.

Take y ∈ VZ ∩ f−1(d) so that the stabilizer of y is non-compact. Then
ΓgySi(y) is closed; for, by equivariance, Ad(gy)Si(y) is the stabilizer of the
integer vector cov(yi) ∈ Sym2Zr, and therefore the real points of a Q-
subgroup.

It follows from the Lemma of §17.7 that the volumes of ΓgyHi(y) and
ΓgySi(y) are bounded below in terms of the respective heights of the lines
Q.y and Q.cov(y). Now disc(y) = d and det(cov(y)) is a fixed multiple of
d3 or d10, according to whether r = 7 or 8. Reasoning as in §17.7.2, and
we conclude that the height of Q.y exceeds d1/ deg(f). and that the height of
Q.cov(y) exceeds d3/7 resp. d1/8, according to whether r = 7 or r = 8.

Finally, it is proven in [78, 77] that the Lie algebra of Si is the only such
algebra intermediate between Hi and G.
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The claimed result of Prop. 17.6 follows from Theorem 1.3. Indeed, our
discussion above has shown that both ΓgyHi(y) and ΓgySi(y) has “large” vol-
ume; applying the Theorem shows that ΓgyHi(y) is approximately uniformly
distributed in Γ\G. This translates into the statement of Proposition 17.6,
as carried out in [21] and recalled in approximate form in §17.7.2. �

Appendix A. Proof of Lemma 3.4.1

In this section, k will be a local field of characteristic zero, G a semisimple
algebraic group over k, g its Lie algebra, h ⊂ g a semisimple subalgebra.

We establish some preliminary results.

A.1. Embeddings of semisimple Lie algebras.

A.1.1. Lemma. Let s be a semisimple Lie algebra over k. There exist finitely
many embeddings of s into g, up to G(k)-conjugacy.

Proof. It suffices to prove this statement over the algebraic closure k̄. Indeed,
that being assumed, the affine variety X parameterizing embeddings of s
into g is a finite union of homogeneous G-spaces. The finiteness of Galois
cohomology over local fields assures that, given a homogeneous G-space Y,
the set of G(k)-orbits on Y(k) is also finite.

For the statement over k̄, choose an embedding of G into the general
linear group GL(n). The representation theory of semisimple Lie algebras
assures that the number of GL(n, k̄)-orbits on homomorphisms s → gln is
finite. Our assertion then follows from [67, Theorem 7.1]. �

A.2. Parabolic subgroups.

A.2.1. Lemma. If S is a proper algebraic subgroup of G, so that S =
NG(Ru(S)), then S is parabolic.

See [3] or [73].

A.2.2. Lemma. Any algebraic subgroup of G, with a nontrivial unipotent
radical, is contained in a parabolic subgroup of G.

Proof. Let S be an algebraic subgroup with nontrivial unipotent radical.
Define, inductively, S(0) = S and S(j+1) = NG(Ru(S(j))), for j ≥ 0. Note
that S(j) normalizesRu(S(j)) so that S(j) ⊂ S(j+1). Furthermore, Ru(S(j)) ⊂
Ru(Sj+1). Since unipotent groups are connected in characteristic zero, the
increasing chain Ru(S(j)) of algebraic subgroups must necessarily stabilize.
Therefore, the same must hold for the chain S(j). The previous lemma allows
us to conclude the proof. �

A.3. Intermediate subgroups.

A.3.1. Lemma. Suppose h ⊂ g is semisimple and has trivial centralizer.
Then any intermediate subalgebra is semisimple.
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Proof. Take h ⊂ s ⊂ g. Suppose s were not semisimple. Then S, the
connected component of the normalizer of s, must also fail to be semisimple.

It suffices, therefore, to prove that any intermediate algebraic subgroup
between H and G is semisimple. Here H is the connected algebraic group
with Lie algebra h.

We claim that S cannot have nontrivial unipotent radical. In view of
Lemma A.2.2, were this false, then H would be contained in a proper para-
bolic subgroup P of G. Consider the representation of H on the Lie algebra
p; let n be the Lie algebra of the unipotent radical N of P. The quotient
group P/N has nontrivial center; therefore, H fixes a subspace in its adjoint
action on p/n. By semisimplicity of H, it also fixes a subspace in its action
on p. Therefore, h has a nontrivial centralizer, contradiction.

To conclude note that in absence of a unipotent radical, the radical of the
subgroup S is central. Since h has trivial centralizer, H has finite centralizer.
Therefore, we see that the radical of S must be trivial. �

A.3.2. Lemma. Suppose h ⊂ g is semisimple and has trivial centralizer.
Then there exist only finitely many intermediate subalgebras h ⊂ s ⊂ g.

Proof. It suffices to prove this statement over the algebraic closure.
There exist only finitely many isomorphism classes of semisimple Lie al-

gebras s that can be embedded into g. For each such, there exist – by
Lemma A.1.1 – only finitely many G(k̄)-conjugacy classes of embeddings.
Choose representatives for the image of every such embedding, calling them
s1, . . . , sm. Let Sj ⊂ G be a connected semisimple algebraic group with Lie
algebra sj .

Then, for each j, there exist but finitely many Sj(k̄)-conjugacy classes of
subalgebras of sj , isomorphic to h. Call them hij , 1 ≤ i ≤ Nj .

Take any intermediate subalgebra s ⊃ h. The pair (h ⊂ s) is conjugate
under G(k̄) to (hij ⊂ sj) for some j and i.

Thus, there exist only finitely many possibilities for the conjugacy class
of the pair (h ⊂ s). However, the normalizer of h in G, contains H as a
finite index subgroup. The claimed result follows. �

Proof of Lemma 3.4.1. The results of this section imply all the claims, save
that every intermediate subgroup S ⊃ H has no compact factors. However,
h would, by necessity, centralize the Lie algebra of any compact factor. This
contradicts the assumption that h has no center. �

Appendix B. Proof of Lemma 3.6.1.

For the proof of Lemma 3.6.1 we will use the non-divergence results for
actions of unipotent subgroups.

In the paper [42], by G.M., it has been shown that a point of low height
“returns to the set of low height infinitely often” under a one-parameter
unipotent flow.
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Dani has refined this in [10] to show that the corresponding conclusion
remains valid, even without the constraint that the original point have low
height, unless there is a rational subspace that is invariant under the unipo-
tent one-parameter subgroup considered (i.e. a rational constraint prohibits
that).

This is almost what we need to prove (1) of Lemma 3.6.1. What we
will use and actually need for (2) of Lemma 3.6.1 is a quantification of this
phenomenon. We use results from the paper [32] by Kleinbock and G.M.

Proof. For g ∈ G, we call a subspace V ⊂ g g-rational if V ∩ Ad−1
g gZ

is a lattice in V . We define the covolume of a g-rational subspace to be
the volume of V/(V ∩ (Ad−1

g gZ)). A H-invariant, g-rational subspace V of
low covolume prohibits a point of low height on ΓgH. (Let us note that
Adh : V → V has determinant 1, because H is semisimple).

We shall show that, no matter what g is, there are no g-rational H-
invariant subspaces of low covolume. This will be by induction on dim(V ).
The notion of “low covolume” will be specified as we go along. After this is
done, we may establish statement (1) of the Lemma.

The beginning of the induction is rather trivial; there are no H-invariant
lines V ⊂ g by our assumption that the centralizer of H on g is trivial.

Suppose now we have already established that there are no H-invariant
g-rational subspaces of covolume less than c < 1 and dimension < k for
some k ≤ dimG. Suppose also that V is an H-invariant g-rational subspace
with covolume v and dimension k for some v > 0. As a first step towards
our inductive step:

Claim. If v is sufficiently small, there exists h ∈ H so AdhAd−1
g gZ ∩ V

has a basis consisting of vectors of length � v
1
k .

To prove the claim we shall use the result of [32] mentioned. There are
only finitely many sublattices Li ⊂ Ad−1

g gZ ∩ V of covolume less than c
and dimension strictly less than k. Let U be the image of u(t), defined in
(3.1); consider the set of h ∈ H s.t. Ad(h)U preserves each Li. This is an
algebraic condition, i.e. the real points of a real algebraic subvariety of GR.
Thus either:

(1) There is h ∈ H such that hUh−1 does not leave any of these sub-
spaces invariant;

(2) There exists a sublattice Lj so that we have that hUh−1(Lj) = Lj
for all h ∈ H.

The normal subgroup generated by U must coincide with H. Thus, in
the second case, H preserves Lj , a contradiction. We are thereby in the first
case; conjugating U , we may assume without loss of generality that U leaves
invariant no g-rational subspace W ⊂ V of dimension < k and covolume
< c.

Put h(t) = Adu(t)|V ∈ SL(V ), a polynomial in t. The same holds for∧` h(t) ∈ SL(
∧` V ) for any ` < k. Therefore, the square of ψW (t) =
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covol(h(t)(W ∩ Ad−1
g gZ)) is also a polynomial for any subspace W ⊂ V

of dimension ` < k which intersects Ad−1
g gZ in a lattice. 33

There are only finitely many subspaces W ⊂ V of dimension ` < k
with ψW (0) < cv−`/k. For such W , it is possible to choose some tW with
ψW (tW ) ≥ cv−`/k. I.e. for some r > 0 we know that if v is sufficiently small
depending on c and k that the supremums norm of these functions satisfy
‖ψW ‖[−r,r] ≥ 1 for all such subspaces W .

By [32, Prop. 3.2] the polynomials ψ2
W are all uniformly (C,α)-good for

some C > 0 and α > 0 that depend only the degree of h(t) and so on
dimG — the same holds for ψW (with slightly different constants). We
do not need to define this notion since this is only used as the second and
last assumption of [32, Thm. 5.2]. From this quantitative non-divergence
theorem we conclude that

|{t ∈ [−r, r] : h(t)(Adg−1gZ ∩ V ) contains an element of size < ε}| � εαr,

where the implicit constant depends on C and k. If we choose ε small enough
in comparison to the implicit constant we see that there exists some t such
that h(t)(Adg−1gZ ∩ V ) does not contain an element of size smaller than
ε. Going back to g this shows that V ∩ (Adu(t)g−1gZ) does not contain an
element of size < εv1/k � v1/k. Therefore, V ∩ (Adu(t)g−1gZ) is generated
by elements of size � v1/k by Minkowski’s theorem on successive minima
for lattices and since v is the covolume.

To conclude the induction we need to show that there cannot be any H-
invariant g-rational subspace V which has small covolume v. By the above
claim we may assume that V ∩ (Ad−1

g gZ) is generated by elements {wi} of
size � v1/k. Recall that for any w,w′ ∈ g we have ‖[w,w′]‖ ≤ ‖w‖‖w′‖.
Suppose v is small enough such that V ∩ (Ad−1

g gZ) is generated by elements
of size < 1

2 . (This choice of v depends only on the implicit constants in the
argument above).

Therefore, [wi, wj ] have length ≤ 1
4 ; similarly for higher order commuta-

tors. Also recall that gZ satisfies [gZ, gZ ] ⊂ gZ and so all of these commu-
tators belong to the lattice Ad−1

g gZ. Therefore, the Lie algebra l generated
by V is nilpotent.

Moreover, since V is assumed to be invariant under H, the same holds for
the Lie algebra l. Since H is semisimple, we must have that the Lie algebra
h of H and l intersect trivially since otherwise we have found a nilpotent Lie
ideal l∩h contained in l. This shows that there is an intermediate subgroup
S ⊂ G with Lie algebra h ⊕ l which fails to be semisimple in contradiction
to Lemma 3.4.1.

The proof of (1) is now similar to part of the above induction. In fact
we have established that there are no H-invariant g-rational subspaces V of
small covolume for any dimension k < dimG, and as above we may assume

33Also note that ψW agrees up to a bounded multiplicative factor with the function
ψW∩g−1gZ defined in [32, §5] which is defined by a different norm on

VdimW Rk.
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this is also true for U -invariant g-rational subspaces. Therefore, the square
of ψV (t) = covol(Adu(t)(V ∩ Ad−1

g gZ)) (for any g-rational subspace V ) is
either an unbounded polynomial or equal to a constant ≥ ρ� 1. Therefore,
for any large enough r > 0 we will have ‖ψW ‖[−r,r] ≥ ρ for all g-rational
subspaces, and so

(B.1) |{t ∈ [−r, r] : Γgu(t) /∈ S(ε−1)}| � (
ε

ρ
)αr,

again by [32, Thm. 5.2]. Here the implicit constant only depends on G. If
we choose ε = R−1

0 small enough, then for some t we have Γgu(t) ∈ S(R0)
as claimed.

Turning to (2) assume µ is H-invariant and H-ergodic, then by the Maut-
ner phenomenon U acts also ergodically. Therefore, by the pointwise ergodic
theorem we can find some x ∈ X for which the ergodic averages along u(t)
for the characteristic functions of the sets S(n) converge to µ(S(n)) for all
integers n ≥ 1. Combined with (B.1) this gives

µ
(
X \S(n)

)
= lim

r→∞

1
2r

∫ r

−r
χX\S(n)(xu(t)) dt� n−α

as required. If µ is not ergodic the above applied for all ergodic components
of µ again gives the desired estimate. �
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[70] A. Strömbergsson. On the uniform equidistribution of long closed horocycles. Duke.
Math. Journal 123: 507-547, 2004.

[71] A. Venkatesh. Sparse equidistribution problems, period bounds, and subconvexity.
preprint, arxiv:math/0506224.

[72] N. Wallach. Real reductive groups I. vol 132 of Pure and Applied Mathematics, Aca-
demic Press, 1988.

[73] B. Weisfeiler. On one class of unipotent subgroups of semisimple algebraic groups.
arxiv: math/0005149.

[74] D. Witte. Rigidity of some translations on homogeneous spaces. Bull. Amer. Math.
Soc. (N.S.) 12 (1985), no. 1, 117–119.

[75] D. Witte. Rigidity of some translations on homogeneous spaces. Invent. Math. 81
(1985), 1–27.

[76] D. Witte Morris. Ratner’s theorems on unipotent flows. Chicago Lectures in Mathe-
matics. University of Chicago Press, Chicago, IL, 2005. xii+203 pp.

[77] Witte, Dave, Yukie, Akihiko and Zierau, Roger. Prehomogeneous vector spaces and
ergodic theory. II. Trans. Amer. Math. Soc. 352 (2000), no. 4, 1687–1708.

[78] Yukie, Akihiko. Prehomogeneous vector spaces and ergodic theory. I. Duke Math. J.
90 (1997), no. 1, 123–147.


	1. Introduction.
	2. A proof of measure classification for semisimple groups.
	3. Notation and first facts.
	4. Outline of the proof of Theorem ??.
	5. Basic properties of Sobolev norms.
	6. Basic properties pertaining to spectral gap.
	7. Effective generation of Lie algebras.
	8. Almost invariance of measures.
	9. Effective ergodic theorem.
	10. Nearby generic points effectively give additional invariance.
	11. The measure of points near periodic orbits is small.
	12. Some lemmas connected to lattice point counting.
	13. Effective closing Lemma.
	14. A corollary of the closing Lemma.
	15. An almost invariant measure on a closed orbit is close to the invariant measure.
	16. Proof of Theorem ??
	17. An arithmetic application: distribution of integral points on prehomogeneous hypersurfaces
	Appendix A. Proof of Lemma ??
	Appendix B.  Proof of Lemma ??.
	References

